
_J

NASA-CR-197389

AVIATION RESEARCH

LABORATORY

INSTITUTE OF AVIATION

UNIVERSITY OF ILLINOIS AT URSANA-CHAMPAION

FINAL TECHNICAL rlEPORT

i mn i

I
i .

ATTENTION, SKILL ACQUISITION AND WORKLOAD

Arthur F. Kramer

II I I I I Ill

NASA NAG 2-369

August 1989

Prepared for:

NASA Ames Research Center
Attention: Sandra Hart

Mail Stop 239-3
Moffett Field, California

94035





Effects of Foveal Task Load on Visual-Spatial Attention:
Event-Related Brain Potentials and Performance

ARTHUR F. KRAMER, ERIK J. SIREVAAG, AND PAUL R. HUGHES

Department of Psychology, Universit7 of Illinois. Champatgn. Illinois

ABSTRACT

The effects of foveai task difficulty on the processing of events in the visual periphery _ere
investigated through an analysis of event-related brain potentials and performance measures.

Subjects performed a foveaily presented continuous monitoring task both separately and together
with an arrow discrimination task that was presented at three different retinal eccentricities. The

subjects detected occasional failures in the monitoring task while also responding to designated
targets in the left and right visual fields. The analysis of the event-related brain potentials elicited
by discrete events in the arrow discrimination task indicated that the amplitude of the N190 and
P300 components decreased with both the introduction of the foveal task and an increase in its
difficulty. The NI60 component was sensitive to the distribution of attention within a task but was
uninfluenced by dual task demands. These findings suggest that the NI60 reflects the distribution
of attention to different spatial locations within a task while the NI90 may index the distribution of
general purpose perceptual resources. P300 appears to index the allocation of perceptual/central
processing resources. The implications of the results for models of resource allocation and artentionai
gradients are discussed.

DESCRIPTORS: Selective and divided attention, Dual tasks, Resource allocation, Event-related
brain potentials (ERPs), Visual-spatial attention, NI60, NI90, P300.

Research conducted to examine the sensitivity
of event-related brain potentials (ERPs) to atten-
tional processes has been performed mainly within
two different paradigms (Donchin, Kramer, &
Wickens, 1986; Hillyard & Kutas, 1983; Kutas &

Hillyard, 1984). Moreover, these paradigms are
generally associated with theoretical frameworks that

focus on different aspects of attention. In the pres-
ent study, we have designed a hybrid paradigm that
allowed us to investigate the interaction between

two varieties ofattentional processes: dual-task pro-
cessing demands and intratask selective attention.

Prior to describing our task and hypotheses in more
detail we will outline the paradigms and theoretical
perspectives from which our study is derived.
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One of the most frequently used paradigms is a
modification of the classic dichotic listening/selec-
tive looking task (Becklen & Cervone, 1983; Cherry.,
1953; Broadbent, 1958; Moray, 1959; Neisser &
Beclden, 1975). In the ERP based version of this
task subjects are instructed, in different conditions,
to (a) attend to information in one of two or more

channels and ignore information presented in the
other channels, or (b) to divide their attention among
the channels (Eason, Haner, & White, 1969; Eason
& Ritchie, 1976; Hillyard, Hink, Schwent, & Picton,
1973). Channels are generally defined in terms of
levels along a physical dimension of a stimulus (e.g..
ear, pitch, loudness, location, color, orientation).
Within each of the channels events can be further
categorized on the basis of physical or semantic
differences. The subjects are instructed to respond
each time one of two events occurs on the attended

channel. The event that requires a response is la-
belled the target and usually occurs with a lower
probability than the standards.

Although the specific ERP components that are
recorded in the dichotic listening/selective looking
paradigm differ somewhat as a function ofmodality
(Hillyard, Simpson, Woods, Van Voorhis, & Munte,
1984), a number of components have been exten-
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sivelyexamined acrossmodalities.These compo-

nentsincludean curlynegativitythatpeaksatap-

proximately 80-120 ms in the auditory modality
and 140-170 ms in the visual modality. Attention
effects include both amplitude modulations of these
peaks as well as broader, sometimes overlapping
negativities which are known as Nd in the auditory
domain and selection negativity in visual attention.
A later positivity occurring at approximately 300--
700 ms poststimulus and referred to as the P300
has been found to be sensitive to attentional ma-

nipulations in the auditory and visual domains
(Hurter & Aine, 1984; N_it_nen, 1982, Picton,
Campbell, Baribeau-Braun, & Proulx, 1978). Sev-
eral of the experimental results obtained in the ex-
am/nation of the sensitivity of the negativities and
the P300 component to the manipulation of atten-
tional processes are of particular relevance in the
present study.

First, it is clear from experimental results that a
hierarchy of selective mechanisms exist. The am-
plitude of the N I00 component discriminates be-
tween the processing of information in attended and
unattended channels, while later negativities and
the P300 discriminate among target and nontarget
items within the attended channel (Hillyard, Munte,
& Neville, 1985; NlUi_ncn, 1982). Since channels
have been defined in terms of levels along physical
dimensions, this pattern of results provides strong

support for early selection models of attention which
posit that information in the ignored channels is
attenuated by a filter that is tuned on the basis of
physical stimulus features (Broadbent, 1982; John-
ston & Dark, 1982; Treisman, 1969; Treisman &
Riley, 1969). This filtering strategy has been termed
stimulus set selection (Broadbent, 1958).

The subsequent negativities and P300 compo-
nent also suggest that further filtering of irrelevant
information takes place later in the information
processing system. This filtering may reflect re-
sponse set mechanisms posited by late selection
models of attention (Keele, 1973; Deutsch &
Deutsch, 1963; Duncan, 1980; Shiffrin, McKay, &
Shaffer, 1976). Thus, the ERP results are quite con-
sistent with both empirical findings as well as recent
models that suggest that attentional selection is rel-
atively flexible and can take place on the basis of
either physical features or semantic content de-
pending on task constraints and subject strategies
(Bashinsk/ & Bacharach, 1980; Beck & Ambler,
1973; Dark, Johnston, Myles-Worsley, & Farah,
1985; Francolini & Egeth, 1980; Kahneman & Hen-
ik, 1981; Kahneman & Treisman, 1984; Pushier,
1984).

Another important finding obtained in the ERP
based dichotic listening/selective looking paradigm

was the demonstration of attentional gradients for
a variety of physical dimensions. In the visual mo-
dality, N100s elicited by unattended events have

been found to systematically decrease in amplitude
relative to attended events with increasing physical
distance (Mangun & Hillyard, 1987) as well as in-

creased spatial frequency separation (Hatter &
Previc, 1978). Similar differences have been ob-

tained with respect to changes in frequency in au-
ditory paradigms (Alho, Sams, Paavilainen, & Nti_i-
t_nen, 1986). These ERP results are consistent with
several recent psychophysical studies that have ob-
tained evidence for attentional gradients in both
two (Eriksen & Yeh, 1985; LaBerge & Brown, 1986;
Shulman, Wilson, & Shcchy, 1985) and three di-
mensional space (Downing & Pinker, 1985).

A Zoom Lens model has been proposed to ac-
count for attentional gradients in visual space (Erik-
sen & Saint James, 1986). This model suggests that
attention can operate along a spatial continuum
ranging from tightly focused to widely distributed.
When attention is focused, items in the visual field
are processed sequentially but with a high degree
of precision. When attention is distributed, items
are processed in parallel but with a lower degree of
precision. Attentional gradients are presumed to re-

sult from a gradual dropoffin processing resources
toward the boundary of the attentional focus. The

ERP data suggest that the mechanism underlying
the phenomenon of attentional gradients operates
at a relatively early stage of processing.

The Zoom Lens model employs a resource met-
aphor to account for the differences in speed and

precision of processing during focused and divided
attention. A fixed quantity of resources is proposed
to be availaMe for processing of events in the visual
field. Resources are evenly distributed with a low
density during divided attention, while being con-
centrated with a high density during focused atten-
tion. Thus, the density of resources limits the rate
and extent of processing of events within the focus
of attention. It is noteworthy that ERP results are
quite consistent with the resource metaphor. The
amplitude of the NI00 has been found to be largest
when elicited by events in attended channels, in-

termediate in amplitude in divided attention con-
ditions, and smallest when elicited by unattended
events during focused attention (Hink, Van Voor-

his, Hillyard, & Smith, 1977; Okita, 1979; Para-
suraman, 1978, 1985). Furthermore, the summed
amplitude of the N l00s remains constant between
conditions of focused and divided attention (Hink

et al., 1977; Van Voorhis & Hillyard, 1977). Thus,
the amplitude of the NI00 component appears to
reflect the density of resources allocated to events
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as well as the fixed quantity of resources available

for processing.
Although the examination of ERPs within the

dichotic listening/selective looking paradigm has
produced a wealth of valuable information con-
cerning the mechanisms underlying focused and di-
vided attention, research in this paradigm has been
limited to the investigation of intratask attentional
processes. Thus, one important question not ad-
dressed within this research program is the degree
of generalizability of attentional phenomena to
multitask environments. The issue of attentional
tradeoffs between tasks rather than within them has

been addressed in the dual task paradigm. Within
the dual task paradigm subjects perform two tasks
both separately and together.. Dual task demands
are manipulated by varying the difficulty and/or the
processing priorities of one or both of the tasks.
Although dual task ERP studies have concentrated
mainly on the sensitivity of P300 to changing at-
tentional demands, several noteworthy findings have
been obtained.

When subjects are instructed to maximize their
performance on one task and the difficulty of this
task is manipulated, P300s elicited in the secondary
task decrease systematically with increases in the
difficulty of the primary task (Isreal, Chesney,
Wickens, & Donchin, 1980; Kramer, Wickens, &
Donchin, 1985; Ka'amer, Sirevaag, & Braune, 1987;
Lindhoim, Cheatham, Koriath, & Longbridge, 1984;
Natani & Gomer, 1981). In conditions in which

ERPs are also recorded in the primary task, P300
amplitudes increase with increases in the dit_culty
of this task (Horst, Munson, & Ruchkin, 1984; Kra-

met et al., 1985; Sirevaag, Kramer, Coles, & Don-
chin, 1984; Wickens, Kramer, Vanasse, & Donchin,
1983). The reciprocal relationship between P300s
elicited by primary and secondary task stimuli is
consistent with the attentional tradeoffs presumed
to underlie dual task performance decrements
(Freidman & Poison, 1981; Kahneman, 1973; Na-
yon & Gopher, 1979; Sanders, 1979; Wickens, 1980,
1984). That is, attentional resource models predict
that as the difficulty of one task is increased, ad-
ditional resources are reallocated to that task in or-

der to maintain performance, thereby depleting the
supply of resources that could have been used in
the processing of other tasks. Resource models also
predict that attentional tradeoffs should occur when
subjects shift their emphasis from one task to an-
other, even in the absence of difficulty manipula-
tions. P300s have also been found to mimic the

shifts in attentional resources expected with changes
in the processing priorities of two tasks (Hoffman,
Houck, MacMillian, Simons, & Oatman, 1985;
Kramer & Strayer, 1987). Thus, the P300 appears

Kramer, Sirevaag, and Hughes _'ol. 25. No. 5

to provide a measure of attentional tradeofI's that
can be inferred only from more traditional per-
formance measures.

The ERP results obtained in the dichotic listen-

ing/selective looking and dual task paradigms have
provided converging evidence for theories ofatten-
lion as well as new insights into the mechanisms
underlying attentional phenomena. However, there
are a number of questions that remain to be ad-
dressed, particularly with regard to the interaction
of the varieties of attention investigated in these
paradigms. In the present study we will examine a
number of questions relevant to the effects of in-
tertask demands on the processing of stimuli in the
visual field.

One such question concerns the level of pro-
cessing at which attentional resources are trans-
ferred from one task to another during dual task
performance. Although N100s have been found to
decrease in amplitude from focused to divided at-
tention conditions within a single task, it is un-
known wl_ether this effect generalizes from single
task to dual task conditions. At a finer level of anal-
ysis, it becomes relevant to ask if and how the vis-
ual-spatial NI00 attention effect is influenced by
intertask demands. Is it the ease that the amplitudes
of the N l00s elicited by both attended and ignored
events are reduced or does the reduction reflect a

selective focusing of attention (e.g., diminished ig-
nored versus attended N l00s)? This same question
is relevant for the P300 component. Previous in-
vestigations of the sensitivity of the P300 to changes
in intertask demands have focused solely on the
P300s elicited by task relevant events. In the pres-
ent study we examine the degree to which the sen-
sitivity of the P300 to intralocation and interloca-
tion selective processes is influenced by demands
imposed from another task.

A second important question concerns the ef-
fects of intertask demands on visual-spatial atten-
tional gradients. A similar issue has been addressed
in performance based paradigms. In these studies
subjects are required to selectively respond to brief
presentations of items in the periphery of the visual
field while also performing a foveal task. In a num-
ber of such studies, imposing a foveal task and in-
creasing its difficulty has led to a decrement in the
processing of information in the periphery, partic-
ularly at the most distant locations (Ikeda & Tak-
euchi, 1975; Williams, 1985). This phenomenon has
been termed "cognitive tunnel vision" (Mack-
worth, 1965). Although these findings suggest the
intriguing l_ossibility that the functional visual field

constricts with increased foveal task_emands, sev-
eral aspects of the research may lir_t the general-

izability of this phenomenon. _..

i)
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First, cognitive tunnel vision has been obtained

only in a subset of the studies examining the effects
of foveal task load on peripheral processing. In many

cases all stimuli in the periphery were more poorly

processed with increased foveal task demands (Antes
& Edwards, 1973; Holmes, Cohen, Haith, & Mor-

rison, 1977; Voss, 1981; Williams, 1982). Second,

the effects have been found only in situations in

which the foveal and peripheral stimuli were pre-

sented very briefly. Third, since only measures of

accuracy or reaction time were collected, the level

of processing at which this effect occurred could not

be assessed. In the present study, we will examine

the effects of foveal task load on the selective pro-

cessing of items in the periphery by increasing the

difficulty of a foveally presented continuous mon-

itoring task and examining the ERPs elicited by

stimuli presented at different retinal eccentricities.

Method

Subjects

Ten dextralgraduate students(5 male),aged 20-

26 yrs,were paid fortheirparticipationin the study.

Allsubjectshad normal orcorrectedtonormal vision,
and none had any priorexperiencewith the tasksem-

ployed in the experiment.

Trlansl¢ Monitoring and
Arrow Discrimination Tasks

Subjects performed two tasks both separately and
together. The tasks are graphically depicted in Figure
1. The foveal task required subjects to monitor a dy-
namic process for occasional failures. The multi-at-
tribute process was represented by a triangle that
changed shape as a function of three system variables.
The triangle was displayed at the center of a CRT
positioned 88 cm directly in front of the subject. The
difficulty of the monitoring task was varied by ma-
nipulating the complexity of the rule for detecting a
system failure. Two independent sums of six sine waves
were used to update the lengthofsegments I,and [...
Note thatthe sum of thesesegments determined the

lengthof the base of thetriangle.

L......... k ........ ._

Systems Normal Failure

Correlated 0 • 11[.5) + I2(.5) 0 =

Independent O= _ 0=Z1(.5) "t" 12(.5)

Figure 1. A graphic representation of the triangle mon-
itoring and arrow discrimination tasks. The different ver.
sions of the triangle monitoring task are also indicated for
both normal and failure states.

Inthe correlatedmonitoringcondition,changesin

the lengthofsegment O (which determined theheight

ofthe triangle)were perfectlycorrelatedwith changes

in segments I, and [.,. During a system failure, the
length of segment O was driven by a third sum of sines
function, uncorrelated with the changes in segments I,
and I.,. Thus, a system failure was said to occur when
the relationship between the height and the base of the
triangle changed from a correlated to an uncorrelated
state. The change from a normal to an abnormal sys-
tem took place in the form of a ramp function over a
1200-ms epoch.

During the uncorrelated monitoring condition, the
contingencies were reversed. In this condition, the sub-
jects were todetectwhen thesystemchanged from the

uncorrelatedstateto one in which the heightof the

triangledepended upon changesin the Itand I:seg-

ments. The horizontalbase (segmentL and 12)of the
trianglevariedfrom 0.3 to2.6degreesofvisualangle.

The verticalheightof thetriangle(segment O) varied

from 0.3 to 2.0 degreesof visualangle.The triangle

dimensions were updated every 50 ms.
The number of failuresthat could occur on any

block of trialsvariedfrom 10 to 15.The failuresoc-

curred with a stimulus onset asynchrony (SOA--the

time between the end ofone failureand thebeginning
ofthe next)thatvariedrandomly between 5 and 50 s.

Following the onset ofa system failure,subjectswere

givenan intervalof6000 ms tosignalthedetectionof
the failureby depressinga button with the thumb of

one hand. The assignment of responsehand to the

detectionoftrianglefailureswas counterbalancedacross

subjects.Responses occurringwithinthis6000-ms in-
tervalwere scored as hits and the reaction time was

recorded. If the subject failed to respond within this
interval, a miss was scored and the parameters of the
algorithmcontrollingthetrianglewere resettothenor-

mal system state,Button press responses thatoccurred
when the trianglewas not in a "failure"statewere

scoredas falsealarms.Based upon previousresearch
itwas expected thatthe detectionof failuresin the

uncorrelatedsystem would besubstamiallyslowerand

more errorprone than inthecorrelatedsystem (Casey
& Wickens, 1986).

In the parafovealtask subjectswere requiredto se.
lectivelyattendto eitherthe rightor leftvisualfield

and depressa responsebuttonwhenever a prespecified

target,an upward or downward pointingarrow,was
presented.During a givenblockoftrials,arrowspoint-

ing in the targetdirection,regardlessof visualfield,

occurredwith a probabilityof .20,arrows pointingin

the nontargetdirectionoccurredwith a probabilityof
.80.The probabilityof an arrow occurringin either

therightorleftvisualfieldwas .50.Thus, thenumber

oftrialsactuallyrequiringa response(thosethatpoint-

ed inthetargetdirectionintheappropriatevisualfield)
constituted10% ofthetrialsduringagivenblock.Sub-

jectssignaledthe detectionofa targetby depressinga
buttonwith whichever thumb was not used torespond

to the trianglemonitoring task.
The arrows were presentedatthreedifferentretinal

eccentricities(definedintermsofdeviatin,¢;,,_-o....
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of visual angle from the center of the screen): "close"

(1.4 degrees), "'middle" (4.5 degrees), and "far" (9.1
degrees). During each block of trials in which the arrow
discrimination task was performed, a total of 200 ar-
row stimuli were presented with an interstimulus in-
terval that varied between !.2 and 1.5 s. Each arrow
was presented for a 50-ms duration and subtended a
visual angle of 1.3 degrees. Reaction times, hits, miss-
es, and false alarms were collected for each experi-
mental trial. Failures in the triangle monitoring task

and targets in the arrow discrimination task were offset
by at least 1500 ms in the dual task conditions.

Before each block of trials subjects were told which
visual field to attend. Special emphasis was placed on
the requirement that the eyes remain fixated at the
center of the screen. Trials containing eye movements
and blinks were not included in the analysis. Each

subject performed an equal number of attend left and
attend right blocks. The retinal eccentricity variable
was similarly blocked. Thus, stimuli occurred at the
same retinal eccentricity within the attend and ignore
visual fields during a single block of trials. The direc-
tion of the target arrow was counterbalanced across

subjects such that an individual subject always re-
sponded to target arrows pointing in the same direc-
tion. This combination of variables produced a total

of 6 different single task arrow discrimination condi-
tions (2 visual fields X 3 retinal eccentricities). When
combined with the two levels of triangle monitoring
(correlated and uncorrelated) a total of 12 dual task
conditions resulted.

ERP Recording

Electroencephalographic (EEG) data were recorded
from four midline sites (Fz, Cz, Pz, and Oz). In ad-
dition, activity at two non-standard lateral occipital
sites was also recorded. These lateral leads were lo-

cated 2.5 cm to the left (designated O_) and 2.5 cm to
the right (designated 02) of the Oz position. All active
EEG electrodes were referenced to linked mastoids.

Two ground electrodes were positioned on the left side
of the forehead.

Electro-oculographic (EOG) activity in the vertical
plane was monitored by electrodes placed above and
below the subject's left eye. Horizontal EOG activity
was monitored by placing an electrode at the outer
canthus of each eye. Beckman Biopotemial electrodes
filled with Grass paste were utilized at all EEG, EOG,
reference, and ground sites. Electrode impedances were
maintained below 10 kohms.

The EEG and EOG were amplified with Van Gogh
Model 50000 amplifiers (time constant 10 s and upper-
half amplitude of 70 Hz). EEG and EOG channels were
sampled every 5 ms, during a 1000-ms epoch begin-
ning 100 ms prior to the onset of the stimuli in the
arrow discrimination task. Single trials containing
blinks or horizontal eye movements were rejected prior
to statistical analysis.

Stimulus Generation and Data Collection

Stimulus presentation and data acquisition were

governed by a DEC PDP 11/73 human performance-

Kramer, Sirevaag, and Hughes Vol. 25, No. 5

electrophysiological laboratory computer (Heffiey,
Foote, Mui, & Donchin, 1985) interfaced with an Im-

lac graphics processor. Single trial and average EEG
and EOG data were monitored on-line using a GT-44
display. The digitized data from the single trials were
stored on magnetic tape for off-line analysis.

Procedure

The experimental conditions were presented in a
blocked fashion. Each block lasted approximately 5
rain and required either single task triangle monitor-
ing, single task arrow discriminations, or dual task per-
formance.

Subjects participated in three experimental sessions
each of which took place on a separate day. The first
session was considered practice. The data from this

session were not analyzed. Each subject performed 11
blocks of trials in the practice session. Two of these
blocks did not require responses, subjects merely mon-
itored the movements of the triangle. When a failure
occurred the word "FAILURE" was presented on the

CRT immediately above the triangle. These conditions
served to familiarize the subject with the correlated
and uncorrelated systems. The remaining blocks re-
quired the subjects to respond to the detection of sys-
tem failures. In some of the blocks subjects performed
the triangle task alone, and in others they were re-
quired to monitor the triangle and respond to the stim-
uli in the arrow discrimination task.

Event-related potentials (ERPs), reaction times, and
accuracy measures were recorded during the subse-
quent two sessions. During a given session subjects
performed only one version of the monitoring task
(correlated or uncorrelated). The presentation order
was counterbalanced across subjects. Subjects per-
formed 21 blocks of trials in each of the sessions. Three
of these were single task monitoring (either correlated
or uncorrelated). Six single task arrow discrimination
blocks were also completed in each session (2 visual
fields × 3 retinal eccentricities). Two replications of
each of the 6 dual task blocks, the monitoring task
paired with each of the 6 arrow discrimination con-
ditions, completed the 21 blocks in each of the exper-
imental sessions. The presentation order of single and
dual tasks was counterbalanced across subjects and
sessions.

Data Analysis

Three ERP components were analyzed in this ex-
periment (NI60, N190, and P300). For the two neg-
ative components, amplitude and latency estimates
were obtained by submitting the average data from
each electrode to an algorithm that selected the most

negative peak relative to the mean value of the pre-
stimulus baseline in a latency window derived from
visual inspection of the grand mean waveform (I00-
300 ms poststimulus).

Because latency variability in single trial P300s can
contribute to amplitude differences in average wave-
forms, estimates of P300 amplitude and latency were
derived from the single trials. These estimates were
derived using two different techniques. First, the wave-
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forms from each of the electrodes were submitted to
a covariance algorithm. This procedure computed the
covariance of each waveform with a cosinusoidal
waveform within a moving 500-ms window beginning
300 ms poststimulus and ending at 800 ms poststim-
ulus. P300 latency was defined as the midpoint in the
epoch that provided the maximum covariance, and
P300 amplitude was estimated from the magnitude of
the maximum covariance. Trials for which the max-

imum waveform/template correlation coefficient was
less than .35 were discarded from the analysis. The
second signal extraction technique employed in the
estimation of P300 amplitude and latency was a base
topeak measure on the singletrials.The largestpos-
itive peak was selectedina 300-800 ms poststimulus
window. Sincea comparison ofthemeasures obtained

via crosscorrelationand base to peak did not reveal

any significantdifferencesbetween the patternsof re-

sults,the F ratioswillbe reportedforthe base topeak

measures. In order to protectagainstpositivebiases
in the F teststhe significancelevelswere computed

with conservativedegreesoffreedom (Greenhouse &
Geisser,1959).Note that,foreach analysis,the actual

(ratherthan conservative)degrees of freedom are

shown. However, the p valuesgivenare those forthe

conservativedegreesoffreedom (i.e.,l/n- I).

Results

Performance Mea.cur_

Triangle Monitoring Task. Reaction time was

defined as the interval between the beginning of the

"failure" and the subject's keypress. Consistent with

our predictions, subjects were more successful in

detecting failures when monitoring the triangle in

which the two base legs were correlated with the

height than when monitoring the triangle in which

the base legs and height varied independently. The

data presented in Table I represent the average per-
formance measures obtained in the dual task tri-

angle monitoring conditions. Two separate ANO-

VAs were performed on the triangle monitoring data:

a comparison of single and dual task performance

and a separate dual task ANOVA.

In our instructions to the subjects we indicated

that they should protect their triangle monitoring

performance in the dual task conditions at the ex-

pense of theirperformance in the arrow discrimi-

nation task.Thus, itwas emphasized that the tri-

angle monitoring task was of primary importance

and that theirperformance in thistask should be

maintained at singletask levels.In order to inter-

prex secondary task decrements as due to the al-

locationofscarceresources,ratherthan simply due

toa tradeoffinperformance inone task againstthe

other,primary task performance must remain un-

changed (Wickens, 1984).A comparison between

singleand dual task trianglemonitoring measures

indicated that subjectsdid protecttheirperform-

ance intheprimary task.Reaction times,hits,miss-

es,and falsealarms did not differinthe singleand

dual task monitoring conditions(allp's>. 15).

The performance data obtained in the dual task

conditions were analyzed in a seriesof three-way

repeated measures ANOVAs (10 subjectsX 2 tasks

X 3 retinaleccentricities).As predicted,subjects

were both faster(F(I/9)--179.2,p<.01) and more

accurate (F(II9)-13.7, 27.8,19.7,p<.01, for hits,

misses,and falsealarms respectively)when moni-

toringfor failuresin the correlatedthan in the un-

correlatedconditions.This same patternofresults

was obtained in the single task triangle monitoring

conditions. The retinal eccentricity of the arrow

stimuli did not significantly influence any of the
performance measures. Thus, the pattern of results

obtained in the monitoring task indicated that (a)

subjects were capable of maintaining their single

task performance in the dual task conditions,and

(b) our manipulation of the degree of correlation

between triangledimensions was successfulin in-

fluencingsubjects'performance on the task.

Arrow DiscriminationTask. Table 2 presentsthe

average reaction time data forboth the singleand

'Sincethesingleand dual taskmonitoringconditions
were notdirectlycomparabledue tothelevelsofretinal

eccentricityof arrow presentationinthe dual taskcon-

ditions,threeseparateANOVAs were performed.Single

taskmonitoringperformancewas comlutredtomonitor-

ingperformancewhen pairedwithclose,middle,and far

arrow presentations.Singleand dual taskmeasures did

not differinany of thesecomparisons.

Table 1

Mean reaction times and number of hits, misses, and false alarms for the triangle monitoring task
in the dual task conditions for each of the three retinal eccentricities of the arrow stimuli

Correlated Condition Uncorrelated Condition

Reaction Reaction

Retinal Times False Times False

Eccentricities (ms) Hits Misses Alarms (ms) Hits Misses Alarms

'Close 1720 49 .6 I,I 4356 41 3.8 12.7

Middle 1634 49 .4 1.6 4194 38 3.6 13.3

Far 1837 50 .5 1.6 4339 40 3,0 12.5
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Table 2

Mean reaction times (R 7")and P300 latencies obtained at the lateral sites for the arrow
discrimination task in both the single and dual task conduions for each of the retinal eccentricities

Single Task Dual-Correlated DuaI.Uncorrelated

Retinal RT P300 RT P300 RT P300

Eccentricities (ms) Latency (ms) (ms) Latency (ms) (ms) Latency (ms)

Close 399 386 476 455 494 460

Middle 419 435 478 463 492 471

Far 445 461 506 471 506 511

dual task conditions. Several trends in the data are

noteworthy. First, reaction time increased with the

introduction of the triangle monitoring task. Fur-

thermore, this increase in reaction time was larger

with the more difficult version of the monitoring

task. Second, reaction time increased as the arrows

were presented further in the periphery, especially
in the single task condition. The results of a three-

way repeated measures ANOVA (10 subjects X 3

task conditions × 3 retinal eccentricities) con-

firmed these observations. Subjects were signifi-

cantly faster when performing in the single task than

they were in the dual task conditions (F(2/18) ==

37.3, p<.01 ). Reaction time also increased with the

retinal eccentricity of the arrow stimuli (F(2/18)=-

25.3, p<.01). The interaction between task condi-

tion and retinal eccentricity was also significant (F(4/

36)_= 5.9, p<.05) indicating that the increase in re-

action time was larger from the single task condi-
tion to the correlated dual task conditions than it

was from the correlated to the uncorrelated con-

ditions. Post-hoe comparisons indicated that the

dual task conditions were reliably different at the

close and middle arrow positions.-'

A similar pattern of results was obtained for

misses. Subjects failed to respond to the target ar-

rows more frequently in the correlated dual task

conditions than in the single task conditions. Miss-
es also increased from the correlated to the uncor-

related dual task conditions (F(2/18) =_ 11.8, p<.01).
Number of misses increased as a function of retinal

eccentricity, with more misses occurring farther in

the periphery (F(2/18)=-6.5, p<.05). False alarms
also increased as a function of the retinal eccen-

tricity of the arrow stimuli (F(2/18)-6.6, p<.05).

The pattern of results obtained for the arrow

discrimination task suggests that the demands im-

posed upon the subjects by the foveally presented
triangle monitoring task influenced subjects' per-

formance in the peripheral task. Reaction time in-

-'All post.hoc comparisons reported in the article are
computed with the Bonferroni t-test and are significant at
p<.05.

creased.while accuracy decreased with the irftro

duction of the monitoring task. Furthermore, th_

increase in the difficulty of the monitoring task pro

duced additional decrements in the subjects' per
formance on the arrow discrimination task. Thes_

results, when viewed in conjunction with the per
formance measures obtained from the triangh

monitoring task, argue that subjects were compen

sating for increases in primary task demands by

reducing their accuracy and increasing their re-

sponse time in the secondary task.

Although the performance measures provide

valuable information concerning the resource al-

location policies adopted by the subjects to cope

with the increases in task demands, they do not
clarify the level within the information processing

system at which these resources were exchanged.

The performance measures are also uninformative

regarding the degree to which processing resources
were withdrawn from different elements in the vis-

ual field. Thus, it is conceivable that the processing

of all peripheral stimuli may be reduced, the pro-

cessing of stimuli in the unattended spatial loca-

tions may be reduced, or the processing of stimuli

not sharing all of the features of the target stimuli

may be curtailed. It is for answers to these questions

that we turn to an analysis of the ERPs.

Event-Related Brain Potentials

This section is organized around the issues of
intra- and inter'task attention as well as the com-

ponents of the ERP that have been proposed to

index different levels of attentional analysis. We

begin by describing the effect of the experimental
manipulations on the amplitude and latency of the

visual NI00 component. Since the NI00 recorded

at occipital sites has previously been found to differ

in its sensitivity to attentional manipulations from

Nl00s recorded at frontal, central and parietal sites.

the N100s recorded from the occipital leads will be

analyzed separately (Halter & Aine, 1984: Mangun
& Hillyard, 1987; Rug, g, Milner, Lines, & Phalp.

1987; Van Voorhis & Hillyard, 1977). These com-
ponents will henceforth be labelled according to their
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average latency, N I60 for the component recorded
at the frontal, central, and parietal sites and NIg0
for the occipitally recorded component. The am-
plitude and latency of the P300 component will be
characterized in terms of their sensitivity to changes
in processing demands and selective attention.

Preliminary analysis of the effects of visual field
(attend left or right) on the ERP components did
not produce any significant effects. Therefore, the
ERPs elicited by the attended arrows in the left and
right visual fields were averaged together prior to
further analysis. The same procedure was followed
for the averaging of the unattended stimuli. For the
lateralized electrode placements (OI and O:) pre-
liminary analysis indicated that electrode site did
not interact with other experimental variables.
Therefore, since attentional effects have previously
been shown to differ between ipsilateral and con-
tralateral configurations, averages were produced
for the attended and unattended stimuli in the con-

tralateral and ipsilateral fields.
Early Selective Attention and Processing De-

mands--NlO0 Components. The EP.Ps recorded in
single and dual task conditions for standards at the
Fz, Cz, and Pz electrode sites and targets at the Pz
site are presented in Figures 2 through 5, respec-
tively. As can be seen from the figures, the ERPs
were composed of a number of positive and neg-
ative peaks. Of particular interest in the present
study are the early negativity peaking at 160 ms
poststimulus, and the late positivity which is largest
for the target stimuli and peaks at approximately
450 ms poststimulus.

NI60 Component. The Nl60 component was
quantified by computing base-peak measures of
amplitude and latency for each of the single and
dual task conditions. These values were then sub-

mitted to five-way repeated measures ANOVAs (10
subjects × 3 task levels × 3 retinal eccentricities

× 2 attention conditions × 2 stimulus types) for
Fz, Cz, and Pz electrode sites.

As can be seen from Figures 2 through 5, the
N 160s elicited by stimuli in the attended field were
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larger than the N160s elicited by stimuli in the un.
attended field. The effect of direction of attention

was significant at both the Cz (F(1/9)-5.9, p<.05)
and Pz sites (F(l/9)-10.7, p<.01) and was mar-
ginally significant at Fz (F( 1/9)-4.7, p< .06). A sig-
nificant two-way interaction between attention and

retinal eccentricity was also obtained _ the Cz (F(2/
18)-5.5, p<.05) and Pz sites (F(2/18)-6.9, p<
.05). The direction of the interaction is apparent
from a comparison of the amplitude measures pre-
sented in Table 3. Post-hoe comparisons indicated
that the attention effects were significant for the
middle and far retinal eccentricities but not for the
close position. Furthermore, the increase in the am-

plitude of the N I60 as a function of eccentricity
was significant only for the attended field stimuli.
This pattern of results is consistent with Hillyard
and Munte (1984)who found thatwhen stimuli

were presentedincloseproximity,N160s did not
differentiatebetweenattendedand unattendedlo-

cations.The resultsalsoappeartosuggestthatthe
increasein the attentioneffectwithretinaleccen-

tricityisdue to an increasein the N l60selicited

by theattendedfieldstimuliratherthana decrease

intheNl60s elicitedby stimuliintheunattended
field.

Althoughitappearsupon inspectionofthegrand

averagewaveforms thatthe absoluteamplitudeof

theNl60s may have declinedfrom singletodual

taskconditions,thiseffectwas notsignificantatany
of the electrodes(allp's>.25).Furthermore,task

leveldidnotinteractwiththeattentioneffect.Thus,

theincreaseddemands imposed upon subjectsby

theintroductionofthemonitoringtaskand thein-

creaseinitsdifficultywerenotreflectedinthelevel

ofattentionalselectionindexedby the NI60 com-

ponent.This pattern of results is particularly in-
teresting when considered in light of other findings
that have indicated that both auditory (Hink et al.,
1977; Parasuraman, 1978) and visual Nl00s (Par-
asuraman, 1985; Van Voorhis & Hillyard, 1977)
decrease in amplitude when subjects are required
to divide their attention between two channels of

Table3

Grand mean NI60 amplitude measures for Cz and Pz electrode sites and NIgO measures at occipital recording sites
for the attended and ignored stimuli at the three retinal eccentricities

Mean Amplitudes (_V)

Cz Pz Ipsilateral Oz Contralaterll
Retinal

Eccentricities Attend Ignore Attend Ignore Attend Ignore Attend Ignore ANend Ignore

Close 119 1.7 2.0 1.7 2.1 2.0 2.3 2.1 2.8 2.2

Middle 2.3 1.8 2.4 1.9 2.4 2.5 2.9 1.9 3.2 1.9

Far 2.6 1.5 2.8 1.6 2.3 2.2 3.1 1.7 3.6 1.7
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Figure 2. Grand average waveforms elicited by the standards in each of the ex-
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Figure 3. Grand average waveforms elicited by the standards in each of the ex-

perimental conditions. The waveforms were recorded at the Cz site.

information instead of focusing on a single channel.
In the dual task conditions in the present experi.
ment, however, subjects divided their attention be-
tween two tasks rather than two channels of infor-

marion in a single task. Thus, the N160 may reflect
the division of attention among events within a task
but may be insensitive to intertask demands.

A significant main effect for stimulus type was
obtained at the Fz (F(1/9)=12.3, p<.01) and Cz
sites (F(1/9)-7.3, p<.05). The larger N160s elic-
ited by the targets may be due to the probability
difference between the two classes of stimuli. This,

in turn, would lead to a longer interstimulus inter-
val between targets than standards, thereby allow-
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Figure 4. Grand average waveforms elicited by the standards in each of the ex-
perimental conditions. The waveforms were recorded at the Pz site.
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Figur e 5. Grand average waveforms elicited by the targets in each of the exper-
imental conditions. The waveforms were recorded at the Pz site.

ing less recovery for the standards (Picton, Woods,

& ProuLx, 1978; Woods & Courchesne, 1986; Woods,

Courchesne, Hillyard, & Galambos, 1980). Another

possibility is that the smaller number of trials in

the target average may have resulted in greater am-

plitude variability for the targets than the standards.

It is interesting to note that although there was a
significant main effect for stimulus type, the lack of
an interaction of stimulus type with other experi-
mental variables indicates that the attentional ms-
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nipulations had the same effect on the targets and
the standards.

A small increase in N I60 latency was observed
from the frontal to the parietal site (160, 165, 169
ms for Fz, Cz, and Pz, respectively). The only sig-
nificant effect for N I60 latency was an interaction
between task level and attention condition (F(2/
18) = 7.0, p<.05) at Fz. Post-hoc tests revealed that
the N l60s elicited by ignored stimuli in the difficult

dual task conditions were significantly longer (171
vs. 158 ms) than the Nl60s elicited by the attended
and ignored stimuli in the other single and dual
task conditions.

N]90 Component. The NI90 component was
quantified by computing the base to peak measures
of amplitude and latency for each of the single and
dual task conditions for Oz as well as the ipsilateral
and contralateral configurations. These values were
then submitted to a six-way repeated measures AN-
OVA (10 subjects × 3 task levels × 3 retinal ec-
centricities × 2 attention conditions × 2 stimulus
types × 3 electrode sites).

Consistent with the NI60 findings, a significant
main effect was obtained for attention (F(I/9) ==11.0,
p<.01). Stimuli occurring in the attended field elic-
ited larger Nl90s than stimuli in the unattended

field. However, the main effect of attention is qual-
ified by several two- and three-way interactions. As
can be seen from inspection of Figures 6, 7, and 8,
the attention effect is largest at the contralateral sites,
somewhat smaller at Oz, and absent at the ipsilat-
eral sites (F(2/18)-9.3, p<.05). The two-way in-
teraction between task level and attention was also
significant (F(2/18) ==6.1, p<.05). Post-hoe tests in-
dicated that the introduction of the monitoring task
decreased both the overall amplitudes of the N190s
as well as the difference between attended and ig-
nored stimuli. These effects as well as the interac-

tion among electrode site, attention, and task level
(F(4/36)=, 10.2, p<.05) are illustrated by the grand
mean N 190 amplitude values presented in Table 4.
Pos.t-hoc comparisons indicated that although the
amplitudes of the N l90s elicited by the attended

Kramer, Sirevaag, and Hughes Vo/. 25, .\'o

stimuli were reduced for the dual task conditio:

at the contralateral site, the difference between
tended and ignored conditions was significant f
both the single and dual tasks. For the Oz site, tl
Nl90s were reduced in amplitude in the dual ta.,
conditions and the attention effect was no long,
significant. For the ipsilateral site, the introductic
of the monitoring task significantly decreased tt
amplitude of the N l90s. The attention effect w:
not significant in either the single or the dual ta_
conditions.

This pattern of results would appear to indical
that the increased demands imposed upon the gut
jects in the dual task conditions had their rnajc
impact on the amplitude of the Nl90s elicited b
the attended stimuli. A secondary effect of the tas
demands was to diminish the differences betwee
the attended and ignored stimuli for the contrala:

eral and Oz sites. Thus, it appears that the selectiv
attention effect reflected by the N 190 is sensitive t
inter- as well as intratask demands. These result
contrast with the insensitivity of the N I60 to in
tertask demands, and therefore suggest that NI6
and N 190 reflect different aspects of early selectiv
attention.

The interaction among retinal eccentricity, a_
tention, and electrode (F(2/18)=-5.9, p<.05) is il
lustrated in Table 3. Post-hoe comparisons indi
cated that the differences between attended and ig
nored conditions were significant for the middl,
and far retinal eccentricities but not for the clos_

position at the Oz site. For the contralateral site
the attention effect was significant at each of tht
retinal eccentricities. There was also a significan
increase in the amplitude of the attended NI90'
and a decrease in the unattended N190s as a func

tion of eccentricity for both the Oz and contralatera
sites. Neither retinal eccentricity nor attention hac
significant effects on the N190s elicited at the ip-
silateral sites. These results are interesting in that
for the most part, they are quite consistent with the
changes in the N 160 component. However, there is
one notable exception. The increased attentiort el-

Table 4

Grand mean NIgO amplitude measures for Oz., ipislateral, and contralateral

sites for the three task levels and the attended and ignored stimuli

Mean Amplitudes (.V)

lpsilnterni Oz Contruinlernl

Task levels Attend Ignore Allend Ignore Aitend Ignore

Single 2.7 2.6 3.0 1.9 3.8 1.9

Dual-Correlated 1.7 I.$ 1.9 1.7 2.4 1.7

Dual-Independent 1.8 1.8 2.0 1.7 2.5 1.6
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Figure7.Grand averagewaveformselicitedbythestandardsineachoftheex-
perimentalconditions.The waveformswererecordedattheOz site.

fectwithretinaleccentricityseems tobe due toan
increasein theNlg0s toattendedfieldstimulias

wellas a decreasein N l90selicitedby stimuliin
theunattendedfield.ThiscontrastswiththeN I60

resultsin which the unattended N l60s did not

changeas a functionof retinaleccentricity.Thus,

the N Ig0 may reflectbothenhanced processingof

theattendedstimuliaswellasthediminishedpro-

cessingof the unattendedstimuli,and the N 160

may indexonlytheformerprocess.

Othersignificanteffectsincludedelectrode(F(2/

18)-6.9,p<.05) and stimulustype(F(I/9)-9.6,

p<.05).The amplitudeofthe NIg0 was largerat

the contralateralthan the ipsilateralor Oz sites.
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Targets elicited larger N 190s than standards. The
stimulus type variable did not interact with any of
the other experimental factors.

N I90 latencies were significantly longer when
recorded contralateral to stimulus presentation than
they were when recorded at the ipsilateral or Oz
sites (F(2/I 8)-5.3, p<.05). The latency of the N I90
component increased from the close and middle to
the far retinal eccentricity (F(2/18)- 5.9, p<.05; 183,
182, and 202 ms, respectively). The Nl90s elicited
by the targets were significantly later than those elic-
ited by the standards (F(I/9)- 16.0, p<.01; 200 vs.
177 ms). The interaction between stimulus type and
task was also significant (,=(2/18)-7.6, p<.05), in-
dicating that for the target stimuli Nl90s elicited
in the single task conditions were earlier than those
elicited in the dual task conditions (181,207, and
203 ms). The pattern of latencies obtained for the
target Nlg0s is consistent with the pattern of re-
action times recorded in the arrow discrimination

task (see Table 2). Thus, it appears that by 180 ms
poststimulus, evidence of the effects of foveal task
load on the processing of stimuli in the periphery
has been provided by both the amplitude and the
latency of the N190. It is interestiiag to note that
the difference between single and dual task reaction
times is 66 ms while the difference in N 190 latencies

is 22 ms. These results suggest that although some
of the increase in processing time can be accounted
for by the attentional processes reflected in the N 190,
an additional 66% of the temporal cost attributed

to the imposition of the monitoring task occurs
processes following the discrimination between a_
tended and unattended events.

As suggested by Rugg et al. (1987), an importar,
control for subjects' eye fixation during the pe]
formance of the arrow discrimination task is th

magnitude of asymmetries in the latencies of th
ERP components elicited by attended and unal
tended events. If subjects' fixations deviated towarc
the attended field it would be expected that the ip
silateral-contralateral differences would be larger fo]
the unattended events due to the greater distance
between fixation and stimulus presentation. Thus
if subjects had modified their direction of gaze a_
a function of the relevance of the stimuli in a visua
field, a significant interaction between attention ant
electrode would be expected. This interaction was
not significant for the N190 component.

Late Selection and Processing Demands--P300
Component. The late positive component occurring
between 300 and 800 ms poststimulus was larger
for the low probability targets than the high prob-
ability standards (compare Figure 5 with Figure 4)
and increased in amplitude from the frontal to the
parietal site with decreases in amplitude from Pz
to Oz (see Figure 9). It can also be seen in Figures

2 through 5 that the late positivity elicited by the
attended events is larger than the positivity elicited
by the stimuli in the unattended visual field. The
latency range, scalp distribution, and sensitivity to
manipulations of probability and attention are con-
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Figure 9. Grand average target waveforms for each of the midline sites in the

single and dual task conditions.

Table 5

Grand mean P300 ampfitude measures at the midline and combined ipsi/contralateral sites

for stimuli in the attended and nonattended fields

525

.Mean P300 Amplitudes (uV)

Fz Cz Pz Oz lpsi/eontra

Stimuli Attend Ignore Attend Ignore Attend Ignore Attend Ignore Attend Ignore

Targets 7.0 3. I 11.9 3.9 16.7 4.1 9.5 3.8 9.4 2.9
Standards 4.0 2.7 5.1 3.3 5.0 2.9 3.9 2.3 2.9 1.9

sistent with the criteria employed in the definition
of the P300 component (Pritchard, 1981; Sutton &
Ruchkin, 1984).

The P300 component was quantified by com-
puting base to peak measures for each of the single
and dual task conditions. These values were then

submitted to six-way repeated measures ANOVAs
(10 subjects X 3 task levels X 3 retinal eccentric-
ities × 2 attention conditions X 2 stimulus types
X 3 electrodes). Separate ANOVAs were performed
for the midline and lateral electrodes for the mea-

sures of P300 amplitude and latency.
Midline Sites. Consistent with the waveforms

presented in Figures 2 through 8, P300 amplitude
was significantly larger for the attended than the
unattended field stimuli (F(I/9)- 106.8, p<.01). Of
more importance, however, was the interaction be-

tween stimulus type and attention (F(1/9)-62.4,
p<.01). Post-hoe tests indicated that P300s not only
discriminated between attended and unattended
visual fields but also between targets and standards
within the attended field. Thus, although the early
negativities reflected processes of interlocation se-
lectivity, the P300 provided an index of both inter-
and intralocation selectivity. The interaction of this
effect with electrode site is illustrated in Table 5

(F(3/27)-12.6, p<.01). The difference between
P300s elicited by target and standard stimuli in the

attended and unattended fields is largest for Pz,
somewhat smaller for the Cz and Oz sites, and
smallest for Fz.

Table 6 presents the grand average P300 ampli-
tudes for the attended and ignored stimuli at the
three retinal eccentricities eoUapsed over targets and
standards (F(2/18) - 5.8, p<.05). This pattern of re-
suits is similar to that obtained for the N 160 and

N 190 components. Post.hoe comparisons indicated
that the amplitude of the attended field P300s in-
creased with increased retinal eccentricity while the
amplitudes of the unattended field P300s dimin-
ished. It is interesting to note, however, that for the
P300 the attention effects are significant at each of
the eccentricities. For the N160 and the N190 at

Oz, attention effects were significant only for the

Table 6

Grand mean P300 amplitude measures for the attended

and ignored field stimuli at each of the retinal

eccentricities, collapsed over targets and standards

Mean P300 AmpJit_les (uV)
Retinal

Eccentricities Attend Ignore

Cio$¢ 7.4 3.5
Middle 7.8 2.7
Far 8,0 2.6
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middle and far positions. These results suggest that
although attentional selectivity between the close
positions may not have occurred early in process-
ing, evidence for such a discrimination was pro-
vided by 400 ms poststimulus.

Consistent with previous research (lsreal, Ches-

hey et al., 1980; Kramer, Wickens, & Donchin, 1983;
KJ'amer et al., 1985, 1987), the increased processing
demands imposed upon the subjects by the intro-
duction of the monitoring task and the increase in

its difficulty from the correlated to the independent
conditions had a significant effect on the amplitude
of the P300s elicited in the arrow discrimination

task (F(2/18) ==22.8, p<.01 ). This decrement in P300
amplitude with increased processing demands is il-
lustrated for the attended target stimuli in Figure
10. The amplitude of the P300s elicited in the arrow
discrimination task decreased with the introduction

of the monitoring task. Increases in the difficulty of
the monitoring task served to further attenuate the

Attended Targets (Pz)

Close

, --- Dull - Co,*re_ted

i ...... Dual - Indeoen@en!

Middle

i

t

Far

'... •
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Figure 10. Grand average target waveforms for each
of the attended field stimuli for each of the task levels and
retinal eccentricities.
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Table 7

Grand mean P300 amplitude measures for the attende.
and ignored field stimuli for each of the task terc/s.

collapsed over targets and standards

.Mean P300 Amplitudes (_,V)

Task Le_'els Attend Ignore

Single | 1.6 35
Dual-Correlated 9.2 2 I
Dual-Independent 8.0 2. I

amplitude of the P300. The decrease in P300 am-
plitude with processing demands was largest at the
Pz site iF(6/54)=6.5, p<.05).

Of particular interest in the present study was

the influence of intenask demands on the intratask

selective attention effect. Table 7 presents the mean
P300 amplitude values for the significant attention
× task interaction (F(2/18)=5.9, p<.05). As can
be seen from the table, the imposition of the mon-
itoring task resulted in a decrease in the amplitude
of the P300s elicited by both attended and unat-
tended field stimuli. However, increased monitor-
ing demands within the dual task conditions re-

sulted in decreases in the amplitude of the P300s
elicited by the attended but not the unattended field
stimuli. Thus. the reduction in the attention effect
with increased intertask demands was more than

twice as large for the attended field P300s than it
was for the unattended field P300s (3.6 vs. 1.4 _V).
It is interesting to note that although the P300 is
largest in amplitude for the target stimuli in the
attended field, the reduced attention effect with in-
creased task demands is not specific to the intra-
location distinction. Instead the amplitudes of P300s
elicited by all events within the attended field are
reduced with increased intertask demands.

P300 latencies were longer for the target stimuli
than they were for the standards (F(1/9)=27.5, p<
.01). The latency of the P300 also increased as a
function of task level (F(2/18)==7.9, p<.05; 435.
466, and 487 ms). Although the interaction between
task level and retinal eccentricity was only margin-
ally significant when using conservative degrees of
freedom (F(4/36) =,4.7, p<.06), the pattern of P300
latencies was quite similar to that obtained for re-
action time. The differences in P300 latencies as a

function of retinal eccentricity were attenuated in
the dual task conditions.

Lateral Sites. Consistent with the results ob-
tained at the midline sites, P300 was larger for the
attended than the unattended field events (F(I/9)--
55.4, p<.01). Furthermore, the attention effect in-
teracted with stimulus type (F(I/9)==56.4, p<.01),
indicating that P300s were largest for the target
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stimuli in the attended visual field (see Table 5).
Thus, consistent with the present results for the
midline sites as well as previous findings, P300 am-
plitude discriminated between attended and unat-
tended spatial locations as well as target and non-
target items within the attended location,

P300 amplitude decreased from the single task
to the correlated dual task conditions (F(2/18)-
13.4, p<.01). Increases in dual task difficulty also
produced a decrement in P300 amplitude. The in-
teraction between retinal eccentricity and attention
was significant (F(2/18)-8.5, p<.0$). Post-hoe
comparisons indicated that the amplitude of at-
tended field P300s increased with eccentricity while
the amplitude of the unattended field stimuli di-
minished. Finally, consistent with results obtained
by other investigators a main effect of recording site
was obtained (Hillyard & Munte, 1984; Neville &
Lawson, 1987). P300s were slightly larger (.34 _V)
when recorded ipsilateral to stimulus presentation
(F_ [/9) 1 7.4, p._.05).

P300 latencies were longer for the targets than
they were for the standards (F(1/9)-65.6, p<.01).
The main effect of retinal eccentricity (F(2/18) 1
6.9, p<.05) as well as the interaction between ec-
centricity and task level (F(4/36) 1 5.2, p<.05) at-
tained statistical significance. As can be seen in Ta-
ble 2, the latency of the P300 increased with retinal
eccentricity to a greater extent in the single than in
the dual task conditions. Finally, P300s elicited by
stimuli ipsilateral to the recording site were signif-
icantly earlier than those obtained at contralateral
sites (F(1/9).,.5.8, p<.05; 443 vs. 457 ms).

Discussion

A major goal of the present study was the ex-
amination of the effects of intra- and intertask de-

mantis on ERP manifestations of attentiona] pro-
cesses. However, in order to investigate the sensi-
tivity of ERP components to attentional manipu-
lations we were first required to provide evidence
for resource tradeoffs. The pattern of reaction time
and accuracy results obtained for the arrow dis-
crimination task suggested that the demands im-
posed upon the subjects by the foveally presented
triangle monitoring task influenced subjects' per-
formance in the peripheral task. Reaction time in-

creased while accuracy decreased with the intro-
duction of the monitoring task. Furthermore, the
increase in the difficulty of the monitoring task pro-
duced additional decrements in the subjects' per-
formance on the arrow discrimination task. With

respect to resource models ofattentional allocation,
these results can be interpreted in terms of the with-
drawal of resources from the arrow discrimination
task to cope with the processing demands of the
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monitoring task (Freidman & Poison, 1981; Navon
& Gopher, 1979; Sanders, 1979, Wickens, 1980).
Thus, some proportion of the resources that had
been used in the performance of the arrow discrim-
ination task when performed alone were reallocated
to the monitoring task in the dual task conditions.
Additional resources needed to cope with increased
demands were withdrawn from the arrow discrim-

ination task when subjects were required to perform
the uncorrelated version of the monitoring task.

The pattern of ERP results indicated that the
amplitude of the N 160 recorded at the central and

parietal sites was insensitive to intertask demands,
while the amplitude of the occipital N190 declined
with both the introduction of the foveal task and

an increase in its difficulty. These findings are in-
teresting in several respects. First, they suggest that,
consistent with previous arguments, the Nl00s re-
corded at central-parietal and occipital sites differ
in their sensitivity to attentional manipulations both
within and across tasks (Hatter & Aine, 1984; Van

Voorhis & Hillyard, 1977). The N160 appears to
reflect the distribution of attention to different spa-
tial locations within a task while the N I90 is sen-

sitive to both intra- and intertask demands, and
therefore may reflect the distribution of general pur-
pose perceptual resources. Second; the finding that
N 190 decreased as a function of intertask demands
indicates that resource models that heretofore have

been silent on the temporal locus of tradeoffs be-
tween tasks will need to address this issue (Freid-
man & Polson, 1981; Herdman & Freidman, 1985;
Kinsbourne & Hicks, 1978).

One solution for these models would be to in-

corporate a limited resource attentional filter
(Treisman, 1969). In the case of dual tasks, how-
ever, the resources would need to be shared not only
among different elements within a task but also be-
tween tasks. Additional support for such a filter is
provided by the task level X attention interaction.
The decrease in the inteflocation attention effect in

the dual task conditions was primarily due to a
reduced amplitude for the attended field N l90s,
suggesting that attention was withdrawn from the
processing of items in the cued location to cope with
the demands of the monitoring tasks. This pattern
of results suggests that the attentional mechanism
reflected by the N190 was capable of strategically
allocating resources on the basis of processing prior-
ities both within and across tasks.

It is interesting to note that one resource model
in particular does address the issue of the temporal
locus of resource tradeoffs between tasks. Wickens

(1980) proposed a multiple resource model accord-
ing to which attentional resources may be repre-
sented by three dimensions: stages of processing,
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codes of processing, and modalities of processing.
The stage dimension is further subdivided into per-
ceptual/central and response resources. Thus, two
tasks may compete for attentional resources at either
of these stages. P300s have previously been used to
indicate a demand for perceptual/central resources
(Isreal, Wickens, Chesney, & Donchin, 1980). Ma-
nipulations of response related demands have only
a minimal effect on the amplitude and latency of
the P300 (Isreal, Chesney et al., 1980; Magliero,
Bashore, Coles, & Donchin, 1984; McCarthy &
Donchin, 1981; Ragot, 1984). The sensitivity of the
N190 to intertask demands suggests that tradeoffs
between tasks may occur substantially earlier than
P300 and therefore may indicate the need for a fur-
ther subdivision of the stage dimension (e.g., per-

ceptual, central, and response demands). Thus, it
appears that the NI90 may index the allocation of
perceptual resources while the P300 may provide a
metric of a combination of perceptual and central

processing resources.
Previous studies that have investigated the sen-

sitivity of P300 to attentional tradeoffs between tasks
have focused primarily on the P300s elicited by
target stimuli (Kramer et al., 1983; Natani & Gom-
er, 1981; Lindholm et al., 1984; Sirevaag et at., 1984).
In the present study we also examined the effects
of dual task demands on the intra- and interlocation

selective processes reflected by P300. Consistent with
previous findings, a main effect for task level was
obtained. The amplitude of the P300s elicited in
the peripheral task decreased with the imposition
of the monitoring task as well as with an increase
in its difficulty from the correlated to the uncor-
related system. However, the manner in which
P300s elicited by events in the attended and ignored
locations were affected differed as a function of the

level of dual task demands. The imposition of the
monitoring task resulted in a decrease in the am-
plitude of P300s elicited by both attended and un-
attended field stimuli while only the P300s elicited
by events in the attended field were influenced by
increased dual task demands. These results may in-
dicate that the pace of the peripheral task may not
have been sufficient (the interstimulus interval was
1.2-1.5 s) to require tightly focused auention in the
single task condition. However, with the imposition
of the foveal task it was necessary for subjects to
greatly reduce the attention they allocated to the
unattended field stimuli.

It is interesting to note that although this pattern
of results would imply that subjects were capable
of strategically altering their distribution of atten-
tion to accommodate increased processing de-
mands, the lack of a significant stimulus type ×
task level × attention interaction suggests that their

Kramer, Sirevaag, and Hughes Vo/. 25, ,Vo. 5

flexibility may have been limited to interlocation
selective processes. Since P300s are larger not only
for attended field items but also for target items
within an attended location, as they were in the
single task condition in the present experiment, it
might be expected that subjects would reallocate
resources that had been used to process nontarget
items in the attended field prior to reducing their
attention to target items. Within Broadbentian
(1982) nomenclature, it appears that although sub-

jects were able to filter successfully on the basis of
stimulus set (e.g., location) to cope with external
task demands, they did not limit their attention to
specific items within an attended location. Future
research will be necessary to determine if such hi-

erarchical filtering is a viable strategy in other mul-
ti-task situations.

The Zoom Lens model has been proposed to
account for differences in the speed and precision
of processing during focused and divided attention
in the visual modality (Eriksen & Saint James, 1986).
It has been argued that a fixed quantity of atten-
tional resources is available for the processing of
items in the visual field and that the performance
differences observed in focused and divided atten-

tion can be attributed to the density of resources
allocated to task relevant events. Although the model
was specifically designed to account for the distri-
bution of attentional resources within a task, the

results of the present study suggest that it might
apply equally well to divided attention between
tasks. The NI60, NI90, and P300 discriminated
between cued and uncued visual fields during fo-
cused attention. The requirement to divide atten-
tion between two different tasks reduced the am-

plitude of the Nl90s and P300s elicited by items
in the attended field. Performance also decreased
from the focused to the divided attention condi-

tions. This pattern of results is consistent with the
prediction that a reduction in the magnitude of re-
sources allocated to the processing of visual events,
as indicated by the amplitude of the N 190 and P300,
results in a decrement in performance. The present
results suggest that this prediction is fulfilled when
attention is distributed between as well as within

tasks.
Previous studies have found that N 100s elicited

by stimuli lateral to the attended location progres-
sively decrease in amplitude with increasing dis-
tance (Mangun & Hillyard, 1987). These ERP re-
suits are consistent with other studies that have
found increased reaction times and decreased ac-

curacies as unexpected stimuli that require a re-
sponse are presented at increasing distances from
an attended location (Downing & Pinker, 1985;
Eriksen & Saint James, 1986; LaBerge & Brown,

-W
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1986). Taken together, the behavioral and ERP

studies suggest that the spatial filter functions with

a gradual dropoff of processing resources with in-
creasing distance from the focus of attention. The

results of the present study are consistent with this

conception of the visual-spatial filter. The differ-
ences in the N l60s, N l90s, and P300s elicited by

stimuli in the attended and unattended fields were

magnified with increases in the spatial separation
of the stimuli from 2.8 to 18.2 degrees.

There has been some controversy regarding the

effects of foveal task difficulty on the processing of
information in the visual periphery. Proponents of

the Cognitive Tunnel Vision model assert that the
functional visual field constricts with increasing

foveal task d_mands (Ikeda & Takeuchi, 1975;

Mackworth, 1965; Williams, 1985). In terms of a

joint ERP/performance analysis this would suggest
that (a) with increases in the difficulty of the foveal

task, performance in the peripheral task should de-

crease in proportion to the distance of the stimuli
from the fovea, and (b) the N 160, N 190, and P300

attentional gradient effects should interact with the

difficulty of the foveal task such that the difference

between the components elicited by the attended

and unattended field stimuli should drop off more
quickly at the distant locations. Neither of these

effects were obtained in the present experiment.
Thus, our results provide support for the counter

argument that asserts that stimuli in the visual pe-
riphery suffer from the division of attention be-

tween a foveal and peripheral task, irrespective of

their physical distance from the fovea. There were,
however, several methodological differences be-

tween the present experiment and those that have

obtained support for the Cognitive Tunnel Vision
model. These differences included the use of a con-

tinuous rather than a discrete foveal task and a sub-

stantially longer presentation of peripheral stimuli

(50 vs. 10 ms). Although, given the differences in
methodologies, it is impossible for us to assert that

Cognitive Tunnel Vision does not occur, if its ex-

istence depends on the use of a discrete task and a

very short presentation duration, then this would

appear to greatly limit the generalizability of the

phenomenon.
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The material contained in this final technical report

includes all of the published documents that have resulted

from three years of funding from NASA Ames Research Center

under contract NASA NAG 2-369. The purpose of the grant was

to investigate the interaction among a number of research

domains of relevance to the prediction and assessment of

mental workload. To that end we have explored a diverse set

of experimental questions including: the attentional

requirements of automatic and controlled information

processing, the mechanisms underlying the development of

highly skilled behavior, the strategies that subjects employ

in performing two or more well practiced tasks, the effects of

dual-task loading on the distribution of attention to task

relevant events in the periphery of the visual field, and the

feasibility of employing non-traditional measures of cognitive
function such as the event-related brain potential to measure

and predict transient and phasic shifts in subject strategies
and workload.

The manuscripts that are included in this report reflect

initial attempts at answering some of the questions posed

above. Prior to presenting each of the manuscripts we will

provide a reference list which includes all of the products

generated from the funding provided by NASA Ames Research
Center.
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A Psychophysiological Assessment of Operator

Workload During Simulated Flight Missions

ARTHUR F. KRAMER, _ ERIK J. SIREVAAG, and ROLF BRAUNE, Institute of Aviation,

Aviation Research Laboratory, University of Illinois, Champaign, Illinois

Previous research has indicated that components of the event-related potential (ERP) may be

used to quantify the resource requirements of complex cognitive tasks. The present study was

designed to explore the degree to which these results could be generalized to complex, real-

world tasks. The study also examined the relations among performance-based, subjective,

and psychophysiological measures of operator workload. Seven male volunteers, enrolled in
an instrument flight rule (IFR) aviation course at the University of Illinois, participated in

the study. The student pilots flew a series of IFR flight missions in a single-engine, fftxed-

based simulator. In dual-task conditions subjects were also required to discriminate be-

tween two tones differing in frequency and to make an occasional overt response. ERPs

time-locked to the tones, subjective effort ratings, and overt performance measures were

collected during two separate 45-min flights differing in difficulty. The difficult flight was

associated with high subjective effort ratings, as well as increased deviations from the com-

mand altitude, heading, and glideslope. The t)300 component of the ERP discriminated

among levels of task difficulty, decreasing in amplitude with increased task demands.

Within-flight demands were examined by dividing each flight into four segments: takeoff,

straight and level flight, holding patterns, and landings. The amplitude of the P300 was

negatively correlated with deviations from command headings across the flight segments. In

sum, the findings provide preliminary evidence for the assertion that ERP components can

be employed as metrics of resource allocation in complex, real-world environments.

INTRODUCTION

The importance of the explication of

mental workload in operational environ-

ments has been underscored in recent years

by a number of conferences convened to ex-

amine the topic as well as by several method-

ological and theoretical reviews of the litera-

ture (Frazier and Crombie, 1982; Gopher and

Requests for reprints should be sent to Arthur F.

Kramer, Department of Psychology, University of Illinois
at Urbana-Champaign, 603 E. Daniel St., Champaign, IL
61820.

Donchin, 1986; Moray, 1979; O'Donnell and

Eggemeier, 1986, Williges and Wierwille,

1979). Although mental workload is acknowl-

edged to be a problem in many manual con-

trol and supervisory tasks, there has been a
failure to reach a consensus on its definition

or measurement. This, in part, is due to the

multidimensional nature of the concept (Eg-

gemeier, 1980; Johannsen, Moray, Pew, Ras-

mussen, Sanders, and Wickens, 1979).

One set of models that appear to offer a

useful framework in which to conceptualize

mental workload are the multiple-resource

© 1987, The Human Factors Society, Inc. All rights reserved.
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models of attentional allocation (Freidman

and Poison, 1981; Navon and Gopher, 1979;

Wickens, 1980, 1984). In these models,

human capacity is represented by a number

of finite pools of resources available for time-

sharing among concurrently performed

tasks. The models predict that tasks that re-

quire the same types of processing resources

will be more poorly time-shared than will

tasks that require different resources.

Wickens (1980) has proposed that resources

may be defined by three dichotomous dimen-

sions: stages of processing (perceptual/cogni-

tive and response), codes of processing

(verbal and spatial), and modalities of pro-

cessing (auditory and visual). Within such a

framework, mental workload can be described

as the cost of performing one task in terms of

a reduction in the capacity to perform addi-

tional tasks, given that the two tasks overlap

in their resource demands.

The research presented here derives from

an extensive series of investigations that have

demonstrated the utility of event-related

brain potentials (ERPs) in the assessment of

residual capacity during the acquisition and

performance of a variety of perceptual-motor

tasks (Donchin, Kramer, and Wickens, 1986;

Kramer, 1987). The focus of the present study

was to employ ERPs in conjunction with

measures of overt performance and subjec-

tive indices of mental workload in order to

monitor changes in resource demands that

occur during a complex real-world task. The

task involved "flying" an instrument flight

rule (IFR) plan in a single-engine aircraft

simulator.

The ERP is a transient series of voltage

oscillations in the brain that can be recorded

from the scalp in response to the occurrence

of a discrete event (Donchin, 1975; Regan,

1972). This temporal relationship between

the ERP and the eliciting stimulus or re-

sponse is what differentiates ERPs from the

ongoing electroencephalographic activity.

Thus, the electroencephalograph (EEG) pro-
vides a measure of the tonic state of the or-

ganism, whereas ERPs reflect phasic changes

related to the processing of specific events.

It is important to recognize the componen-

tial nature of the I_RP. ERPs have generally

been viewed as a sequence of separate but "

sometimes temporally overlapping compo-

nents that are influenced by a combination of

the physical parameters of the stimuli and

such psychological constructs as expectancy,

task relevance, attention, and memory

(Kramer, 1985). Components are typically la-

beled with an N or a P, denoting negative or

positive polarity, and with a number indi-

cating their minimal latency measured from

the onset of an eliciting event (e.g., N 100 is a

nega.tive-going component that occurs at
least 100 ms after a stimulus).

ERP components may be categorized along

a continuum from exogenous to endogenous.

The exogenous components represent an

obligatory response of the brain to the pre-

sentation of a stimulus. These components

are usually associated with specific sensory

systems, occur within 200 ms of a stimulus,

and are primarily sensitive to the physical at-

tributes of stimuli. For example, exogenous

visual potentials are influenced by the inten-

sity, frequency, hue, patterning, and location

of the stimulus in the visual field. The exoge-

nous components have been successfully

used in clinical settings to monitor the func-

tional integrity of the nervous system during

surgical procedures, to assess changes in the

nervous system as a result of maturation and .

aging, and to help diagnose various types of

neuropathology including tumors, lesions,

and demyelinating diseases, such as multiple

sclerosis (Starr, 1978; Stockard, Stockard,

and Sharbrough, 1979).

The endogenous components, on the other

hand, occur somewhat later than the exoge-

nous components and are not very sensitive

to changes in the physical parameters of
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stimuli, especially when these changes are

not relevant to the task. Instead, these com-

ponents are primarily influenced by the pro-

cessing demands of the task imposed on the

subject. In fact, endogenous components can

even be elicited by the absence of a stimulus

if this "event" is relevant to the subject's

task. The strategies, expectancies, intentions,

and decisions of the subject, along with task

parameters and instructions, account for the

majority of the variance in the endogenous

components. One of the dependent variables

in the present study, the P300, is a typical ex-

ample of an endogenous component. (For a

comprehensive review of the P300, see Prit-

chard, 1981 .)

One might ask why ERPs should be used to

monitor changes in resource demands, given

that several technically simpler approaches

to the assessment of skill acquisition and

mental workload have already been imple-

mented. Although numerous performance-

based measures of mental workload exist,

they suffer from several drawbacks. First,

some of the measurement techniques require

subjects to perform a secondary task, which

frequetltly interferes with the performance of

the task of interest (Knowles, 1963; Rolfe,

1971; Wickens, 1979). This is clearly unac-

ceptable in an operational environment in

which the safety of the operator must be as-

sured. Even in the laboratory setting it is dif-

ficult to determine which of the two tasks

generated an observed performance decre-

ment, since performance on the two tasks is

easily confounded. Second, performance-

based measures of mental workload provide

an output measure of the operator's informa-

tion-processing activities (e.g., RT, accuracy).

Thus, at best, performance measures provide

only an indirect index of cognitive function.

Third, performance measures do not always

correlate highly with the actual workload of

the tasks (Brown, 1978; Dornic, 1980; Ogden,

Levine, and Eisner, 1979).

For example, imagine a situation in which

two pilots perform a series of difficult flight

maneuvers. Under normal conditions, both

pilots execute the maneuvers with a high

level of proficiency, and their flight perfor-

mance is indistinguishable. Is this to say that

their workload is also equivalent? Now

imagine the same two pilots flying identical

maneuvers while concurrently attempting to

diagnose the cause of an intermittent engine

problem. Although their performance is

equivalent under normal conditions, one

pilot may cope adequately with the addi-

tional demands, whereas the second pilot's

flight performance may deteriorate as he or

she troubleshoots the abnormality. This pat-

tern of results would suggest that the second

pilot was operating under higher levels of

workload even during the normal flight con-
dition.

Several recent studies have illustrated the

usefulness of the ERP, and more specifically

the P300 component, as an index of pro-

cessing resources (Horst, Munson, and

Ruchkin, 1984; Isreal, Chesney, Wickens,

and Donchin, 1980; Kramer, Wickens, and

Donchin, 1983, 1985; Natani and Gomer,

1981; Strayer and Kramer, 1986; Wickens,

Kramer, Vanasse, and Donchin, 1983). The

general paradigm employed in these studies

requires subjects to perform two tasks con-

currently. One task is designated as primary

and the other task as secondary. Subjects are

instructed to maximize their performance on

the primary task and devote any additional

resources to the performance of the sec-

ondary task.

Primary tasks have included system moni-

toring, decision making, and manual control.

Secondary tasks have required subjects to

discriminate between tones of different fre-

quencies or lights of different intensities. In

general, the response demands of the sec-

ondary probe tasks have been minimal, re-

quiring subjects either to covertly count the
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total number of one type of event or to re-
spond to an occasional target probe.

ERPsareelicited by eventseither in oneor
in both of the tasks.Increasesin the percep-
tual/cognitive difficulty of the primary task
result in a decreasein the amplitude of the
P300selicited by the secondary task. Con-
versely, P300selicited by discrete eventsem-
bedded within the primary task increase in
amplitude with increasesin primary task dif-
ficulty. Furthermore, changes in response-re-

lated demands of a task have no influence on

the P300 (Isreal et al., 1980).

The reciprocal relationship between P300s

elicited by primary and secondary task
stimuli is consistent with the resource trade-

offs presumed to underlie dual-task perfor-

mance decrements (Kahneman, 1973; Navon

and Gopher, 1979; Sanders, 1979; Wickens,

1980). That is, resource models predict that

as the difficulty of one task is increased, ad-

ditional resources are reallocated to that task

in order to maintain performance, thereby

depleting the supply of resources that could

have been used in the processing of other

tasks. Thus, the P300 appears to provide a

measure of resource trade-offs that can only

be inferred from more traditional perfor-

mance measures. Furthermore, P300s elic-

ited by secondary task events are selectively

sensitive to the perceptual/cognitive de-

mands imposed on the operator. This selec-

tive sensitivity may be especially useful in

decomposing the changing processing re-

quirements of complex tasks (Kramer et al.,

1983).

The goal of the present experiment was to

augment the conclusions drawn from the

studies cited above by demonstrating that

the dual-task ERP paradigm could be em'

ployed in a complex real-world situation to

provide information concerning mental

workload and residual capacity. Student

pilots performed a series of dual-task flight

missions. In each case, the primary task con-

sisted of performing a specified flight sce-

nario under IFR flight conditions. The diffi-

culty of the primary task was varied in two

ways. Between-mission difficulty was manipu-

lated by varying the direction and speed of

wind conditions, the severity of turbulence,

and the probability of a subsystem failure

during a critical portion of the mission. A

second way that difficulty was manipulated

might be labeled within-mission difficulty. In

this case, we capitalized on the different

levels of processing demand inherent in the

flight task (i.e., straight and level versus ap-

proach to landing).

The secondary task consisted of a concur-

rently performed go/no-go auditory discrimi-

nation task, in which subjects pressed a

button in response to the presentation of one

of two tones. ERPs associated with the sec-

ondary task tones, overt performance mea-

sures from the flight task and discrimination

task, and subjective indices of task difficulty

were examined to assess the extent to which

the manipulations of primary task difficulty
modulated the mental workload associated

with the flight task.

METHOD

Subjects

Seven right-handed male volunteers were

paid for their participation in the study. All

of the subjects were student pilots enrolled in

an aviation course at the University of Illi-

nois' Willard Airport. Prerequisites for the

course include two semesters of basic visual

flight rule (VFR) training, the possession of a

private pilot's license, and two introductory

courses in IFR flight skills. Thus, the student

pilots were proficient in VFR flight skills and

had a basic familiarity with both IFR flight

skills and precision landing approach tech-

niques. All subjects were between the ages of

20 and 26, and had normal hearing and

normal or corrected-to-normal vision.
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Simulator and Stimulus

Generation Equipment

The ILLIMAC flight system used in the ex-

periment consisted of a fixed-based flight

simulator that was designed around the

INTEL 8086 digital microprocessor. The sim-

ulator was developed at the Institute of Avia-

tion at the University of Illinois. The flight

equations were produced by the 16-bit 8086

microcomputer. The digital information was

converted to analog voltages to drive the sim-

ulator instrumentation. In the present study,

the simulator was configured to mimic the

flight characteristics of the Beechcraft Sport

180, a single-engine aircraft with fixed gear

and a fixed propeller. The ILLIMAC flight

panel contained the instrumentation and na-

vigational radios required for instrument

flight conditions. Flight performance mea-

sures were digitized at the rate of 30 Hz and

were transferred via an RS232 link to a DEC

PDP 11/73 human-performance/electrophysi-

ological laboratory computer (Heffley, Foote,

Mui, and Donchin, 1985).

The auditory stimuli employed for the sec-

ondary task were produced by an audio-gen-

erator and binaurally presented to the pilots

through headphones. ERPs, flight perfor-

mance data, and secondary task RTs were re-

corded on magnetic tape for off-line analysis.

Tasks

A graphic illustration of the basic flight

task is presented in Figure 1. The flight began

on Runway 32 at Willard Airport. The pilot

was instructed to climb to 3000 feet at a con-

stant rate of 500 feet per minute and to inter-

cept the 062 radial from the Champaign

very-high-frequency omnidirectional radar

beacon (VOR) after turning to a heading of

090 deg. At the 12 mile distance measuring

equipment point (DME), the pilot was in-

structed to roll 30 deg to the left and fly one

minute outbound on a 032 heading in order

Figure 1. A schematic illustration of the 45-rain
flight mission performed by the student pilots.

to set up a holding pattern with an inbound

heading of 242 deg. Three standard holding

patterns were flown prior to continuation of

the flight. Next, the pilots were instructed to

track the 216 radial direct to the Veals (the

outer marker for the ILS approach to

Runway 32 at Champaign) non-directional

beacon (NDB), maintaining an airspeed of

135 knots. At the 6-mile DME point (Veals),

the pilots were to turn outbound in order to

intercept the localizer inbound to Runway

32. At the 8.2-mile DME point, a turn was to

be made to a 091 heading. After flying for two

minutes outbound, the pilot executed a pro-

cedure turn to intercept the localizer in-

bound to Runway 32. When the localizer was

intercepted, the pilot tracked 316 deg at 2600
feet towards the middle marker, where the

flight was terminated. Performance mea-

sures included deviations from assigned

heading, airspeed, altitude, and glideslope.

This IFR flight plan--roundtrip from
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Champaign to Octoe intersection--formed

the framework within which the processing

demands imposed upon the student pilots

were investigated. (See Champaign approach

plate AL-709, ILS Runway 32 for additional

details.) Thus, the flight segments consti-

tuted the primary task in this experiment,

and subjects were instructed to maximize

their performance of the flight missions.

In addition to the primary task, subjects

performed a concurrent secondary task. This

task required the student pilots to monitor a

Bernoulli sequence of auditory stimuli pre-

sented binaurally through headphones. Two

different tone frequencies (1000 Hz and 1500

Hz) were used. The 1000-Hz tone was desig-

nated as the target tone for four subjects; for

the remaining three subjects, the 1500-Hz

tone was designated as the target. Targets

were presented on 30% of the trials. Subjects

were instructed to respond to targets by de-

pressing a switch located on the left side of

the control yoke. The response required only

a minimal movement of the thumb. Both

speed and accuracy were emphasized in the

instructions. Non-targets, which were pre-

sented 70% of the time, did not require a re-

sponse. Tones were 50 ms (including a 10-ms

rise/fall time, 65 dB) in duration, and were

presented every 1.4 to 1.7 s.

ERP Recording System

Electroencephalographic (EEG) activity

was recorded from three midline sites (Fz, Cz,

and Pz according to the International 10/20

system; see Jasper, 1958) and referred to

linked mastoids. Beckman Biopotential Ag-

AgCl electrodes filled with Grass electrode

paste were attached to all scalp sites and also

to a forehead ground. In addition, identical

electrodes were placed above and below the

subject's right eye to evaluate electrooculo-

graphic (EOG) activity in the vertical plane.

All electrode impedances were maintained

below l0 kohms.

The EEG and EOG channels were ampli-

fied by Grass Model 12A5 amplifiers with a

10-s time constant and an upper half ampli-

tude of 35 Hz, 3-dB/octave rolloff. The re-

cording epoch for all channels was 1300 ms,

beginning 100 ms prior to the presenta, tion of

secondary task tones. The data channels were

digitized every 5 ms and were digitally fil-

tered off-line (- 3 dB at 6.27 Hz; 0 dB at 14.29

Hz) prior to further analysis. Artifactual con-

tributions to the EEG from EOG activity

were evaluated and eliminated off-line by

submitting the data to an eye-movement cor-

rection procedure (Gratton, Coles, and Don-

chin, 1983).

Procedure

Each subject flew a total of four 45-minute

missions in the fixed-base ILLIMAC flight

simulator. In the first session, the students

flew the flight course twice. These flights

served to familiarize the subjects with the

IFR flight plan and the dynamics of the simu-

lator. Both of the missions were flown under

the easy flight conditions (no wind, turbu-

lence, or subsystem failures). Since the

flights were considered as practice, the per-

formance data will not be presented here.

In the second session, subjects again flew

the flight path illustrated in Figure 1. How-

ever, in this session one of the two flights in-

cluded 30-mile/h winds from 270 deg, mod-

erate turbulence, and a partial suction failure

in the heading indicator during approach to

landing. The presentation order of the easy

and difficult flights in the second session was

counterbalanced across subjects.

Prior to the flights, subjects were presented

with a short block (30 trials) of tones in order

to familiarize them with the tone frequencies

among which they were subsequently asked

to discriminate. Subjects then performed a

short, single-task flight segment in which

they flew a straight and level course for five

minutes under calm atmospheric conditions
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(no wind or turbulence). This task was in-

cluded to provide a baseline for subsequent

subjective ratings of task difficulty. Subjects

were instructed to assign a value of 100 to

this flight segment and to compare each of

the flight segments in the easy and difficult

flights with this baseline when assigning

their subjective difficulty ratings (Gopher

and Braune, 1984). Subjects then performed

the auditory discrimination task alone for
200 trials. This condition was included to

provide single-task estimates of performance

and ERPs on the secondary task.

Following the discrimination task, subjects

performed the flight tasks concurrently with

the tone-discrimination task. A certified

flight instructor (CFI) was present during

each flight to instruct the subjects on the

flight scenarios and to evaluate their perfor-

mance. Upon completion of each of the two

flights, subjects were asked to rate the diffi-

culty of the flight as a whole, as well as each

of the individual flight segments. Each of the

flight missions lasted approximately 45 rain.

Subjects received a 15-min rest break be-

tween flights.

Finally, subjects again performed 200 audi-

tory discriminations under single task condi-

tions. Because the ERPs and performance

data from the two single task discrimination

conditions were not significantly different,

they were averaged together prior to further

analysis.

RESULTS AND DISCUSSION

Flight Performance and Probe
Discrimination Data

The flight performance data were collected

to assess the validity of the difficulty manip-

ulations, both within and across missions.

The flight scenario has been described in

terms of the mission requirements (see

Figure l). For purposes of the statistical anal-

ysis, the mission was partitioned into four

flight segments, on the basis of common op-

erational demands (as judged by a panel of

CFIs). Segment A comprised both the takeoff

and the preparation for final approach to

landing. The two straight and level flight

segments were combined into Flight Seg-

ment B, and the three holding patterns into

Segment C. The final approach to landing

and flight along the glideslope were com-

bined into Segment D.

Two measures of flight performance,

heading and altitude deviation, were re-

corded in all flight segments in both easy and

difficult missions. These indices were sub-

mitted to a two-way repeated measures anal-

ysis of variance. One additional measure, de-

viation from the glideslope, was recorded in

both the easy and difficult scenarios in the

final flight segment. Table 1 presents the

mean values of the flight performance mea-

sures for both easy and difficult flights.

All three of the flight performance mea-
sures indicated that our between-mission ex-

perimental manipulations successfully in-

fluenced the difficulty of the flight task.

When the student pilots were required to fly

the 45-min mission with high winds, mod-

erate turbulence, and a subsystem failure

during approach to landing, their deviations

from command altitude increased, F(1,6) =

6.6, p < 0.05; their ability to track the glide-

slope accurately decreased, F(1,6) = 8.0, p <

0.05; and their deviations from assigned

headings increased, F(1,6) = 9.1, p < 0.05;

relative to the mission flown under easy

flight conditions. Performance was also in-

fluenced by mission segment, irrespective of

between-mission difficulty (see Table 2).

Subjects were more accurate at maintaining

their assigned headings in Segments B and C

than they were in Segments A and D, indi-

cating that takeoff and landing were more

difficult for the students than was straight

and level flight or holding patterns, F(3,18) =

4.3, p < 0.05. However, students' perfor-
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manceon the altitude measuredid not differ
asa function of flight segment.Furthermore,
no significant interactions were obtained for
any of the flight measures.Thus, flight per-
formance measuresmost strongly discrimi-
nated between easy and difficult flights,
whereasintersegmentdifferenceswere found
for only a subset of the performance mea-
sures.

Performance measuresfor the ERP-elici-
ting probe task are presented in Table 1 for
the between-mission comparison and in
Table 2 for the comparison across flight seg-

ments. Subjects were uniformly accurate

across missions and flight segments, with re-

sponse accuracy ranging from 89% to 93%.
Neither RTs nor accuracies differed as a

function of flight segments or missions (p >

0.05). Thus, any differences among the ERPs

elicited in different flight conditions cannot

be attributed to the subjects' failure to per-

form the probe task in "the more difficult

flight missions or segments.

Subjective Workload Ratings

Table 1 presents the subjective workload

ratings for the between-mission compar-

isons, and Table 2 displays the ratings for

each of the flight segments. The subjective

ratings were collected in a manner described

by Gopher and Braune (1984). Subjects ini-

tially flew a 5-min straight and level flight

path and were instructed to assign this seg-

ment a workload rating of 100. Each of the

flight segments in the easy and difficult

flights was then rated relative to the straight

and level segment. Subjects made their

ratings after each mission and were per-

mitted to assign any numerical value to their

estimates of subjective workload. The ratings

were normalized prior to statistical analysis.

Subjects rated the flight mission with high

winds, moderate turbulence, and a partial

suction failure in the heading indicator

during instrument landing system (ILS) ap-

proach as having a significantly higher work-

load than the flight without wind, turbu-

lence, or subsystem failures, F(I,6) = 18.7, p

< 0.01. Subjective ratings also discriminated

among flight segments, F(1,6) = 6.0, p <

0.01. Moreover, the subjects estimated Seg-

ments A, C, and D to be equally difficult,

whereas Segment B--the straight and level

portion of the flight--was estimated to be

easier than the other three segments, F(I,6)

= 9.8, p < 0.01. No significant interactions

were obtained for the workload measures.

A comparison of the flight performance

measures and the subjective workload

ratings suggests that, for the most part, the

pilots' subjective estimates corresponded

well with their performance on the flight

task. Both the performance measures and the

subjective ratings discriminated between

TABLE I

Mean (and Standard Deviation) Simulator Performance, Probe Discrimination Reaction Time and Accu-
racy, and Subjective Workload Ratings for Easy and Difficult Flights

Flight Missions

Measures Easy Flight Difficult Flight

Heading deviation (deg)
Altitude deviation (feet)
Subjective workload ratings
Probe reaction time (ms)
Probe accuracy (percentage correct)
Glideslope deviation (cleg)

1.86 (0.67) 3.08 (0.9o)
40.3 (17.8) 70.9 (37.8)

115.2 (12.7) 137.8 (21.6)
580.0 (139.5) 6o4.o (119.3)
92.4 (6.o) 89.0 (7.2)

0.35 (0.21) 0.74 (0.38)
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TABLE 2

Mean (and Standard Deviation) Simulator Performance, Probe Discrimination Reaction Time and Accu-
racy. and Subjective Workload Ratings for the Four Flight Segments

Flight Segments

Measures Segment A Segment B Segment C Segment D

Heading deviation
(deg) 2.89 (1.03) 1.87 (1.06) 1.92 (0.81) 3.19 (1.44)

Altitude deviation
(feet) 53.6 (32.2) 60.1 (12.5) 41.9 (11.2) 67.4 (58.6)

Subjective workload
ratings 128.6 (18.5) 117.2 (10.1) 128.4 (13.1) 133.0 (21.7)

Probe reaction time

(ms) 604.0 (101) 564.0 (135) 584.0 (127) 617.0 (146)
Probe accuracy

(percentage correct) 89.4 (7.3) 93.1 (6.0) 92.2 (6.4) 89.6 (6.4)

easy and difficult missions. Flight segments

were also differentiated by subjective and

objective measures. However, in this case the

heading deviation measure indicated that the

students' performance in both straight and

level flight and holding patterns was superior

to their performance during takeoff and

landing, whereas subjective workload ratings

suggested that holding patterns were per-

ceived to be as difficult as takeoffs and prepa-

ration for landing.

Event-Related Potentials

Figure 2 presents the grand average ERPs

elicited by the target tones in the single- and

dual-task conditions. In Figure 3, the ERPs

recorded at Pz are overplotted for the three

conditions. Three different components can

be discerned by visual inspection of the

waveforms. The earliest is a frontally max-

imal, negative-going deflection that occurs

between 100 and 200 ms post-stimulus. ERP

components are traditionally defined in

terms of their latency relative to a stimulus

or response, scalp distribution, and sensi-

tivity to experimental manipulations (Don-

chin, Ritter, and McCallum, 1978; Sutton

and Ruchkin, 1984). By virtue of its latency

and scalp distribution, this component can

be defined as the Nl00. A second frontally

maximal negative component is also visible

in the waveform. This component reaches its

peak negativity in the 200- to 300-ms latency

range, and will henceforth be referred to as

the N200. A large positive-going deflection

peaking between 300 and 500 ms post-stim-

ulus can also be identified by visual inspec-

tion of the waveforms. This component in-

creases in amplitude from the frontal to the

parietal recording site and appears to dis-

criminate among levels of task difficulty. The

component will be labeled the P300.

The single trial ERPs were corrected for

eye-movement artifacts and then averaged

within experimental conditions. The three

ERP components described above were

quantified by measures of peak latency and

amplitude. For the P300 component, the la-

tency measure was obtained from the single

trials. The amplitude measure of the P300

and the latency and amplitude measures for

the other ERP components were derived

from the average waveforms. Area measures

for the N100, N200, and P300 components

were obtained from the 100 to 200, 200 to

300, and 300 to 500 ms latency ranges, re-

spectively. Peak latencies were defined as the

largest positive or negative deflection within
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Figure 2. ERPs averaged across subjects for the tone
discrimination task and both of the flight missions.

the predefined latency ranges. Two separate

analyses were performed on the ERP data. In

the between-mission analysis, ERP compo-

nent measures were submitted to three-way,
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Figure 3. Parietal grand average ERPs overplotted
for the tone discrimination task alone and for both of
the flight missions.

repeated-measures analyses of variance (3

Single/Dual Tasks x 2 Probe Types x 3 Elec-

trodes). Three factors were also entered into

the within-flight analyses of variance (4

Flight Segments x 2 Probe Types x 3 Elec-

trodes).

1)300 Component

Further support for the identification of the

large positive deflection with the P300 com-

ponent was provided by the significant main

effects for electrode, F(l,6) = 7.9, p < 0.05,

and probe type, F(I,6) = 9.8, p < 0.05. P300s

were larger for the low-probability tone than

they were for the high-probability tone. The

amplitude of the P300 increased from the Fz

to the Cz to the Pz electrode site. Both of

these effects are consistent with previous

findings and have been used as definitional

criteria for the P300 (Donchin et al., 1978;

Kramer, 1985). One of the major questions in

the present study was the extent to which

P300 amplitude would discriminate among

levels of workload imposed on the student

pilots by the flight tasks. The main effect of

flight mission indicated that P300 amplitude

was sensitive to the task demands of the dif-
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ferent missions, F(2,12) = 4.7, p < 0.05. Post

hoc comparisons further indicated that P300s

elicited by the tones in the discrimination

task were largest in the single-task condi-

tions; of intermediate amplitude when the

students were flying with no wind, turbu-

lence, or subsystem failures; and smallest

with high winds, turbulence, and a heading

indicator failure (for all compar!sons, p <

0.05; see Table 3). This systematic decrease in

the amplitude of the P300s elicited by the
tone discrimination task alone and combined

with the flight missions mimics the resource

trade-offs presumed to underlie multitask

performance.

Additional support for the sensitivity of

P300 to changes in the resource demands of a

task was found in an analysis of the effects of

stimulus sequence on the P300s elicited in

single- and dual-task conditions. Previous

studies have shown that there is a systematic

relationship between the amplitude of the

P300 elicited by a stimulus on a given trial

and the sequence of stimuli that precede it

(Johnson and Donchin, 1978; Squires, Petu-

chowski, Wickens, and Donchin, 1977;

Squires, Wickens, Squires, and Donchin,

1976). When a particular trial is preceded by

the alternate stimulus (in the present experi-

ment, a low tone followed by a high tone, or

vice versa), a large P300 is elicited. However,

when a given trial represents a repetition of a

previous stimulus, a relatively small P300 is

obtained. A model proposed to account for

this "sequential" effect has emphasized the

importance of three controlling factors: (1)

the global probability of each event, (2) the

specific structure of the prior sequence, and

(3) the memory for event frequency in the

prior sequence (Squires et al., 1976). Within

the domain of complex, real-world tasks, we

might expect that as the resource demands of

a task increase, the memory capacity avail-

able to maintain the sequential effect might
decrease. This, in turn, should decrease the

difference between the amplitude of the

P300s elicited by alternations and repeti-
tions.

Figure 4 presents the grand average ERPs

elicited by stimulus alternations and repeti-

tions for single- and dual-task conditions. As

can be seen from the figure, there is a large

difference between the amplitude of the

P300s in the tone discrimination task. Both

the overall amplitude as well as the differ-

ence between the alternation and repetition

P300s appears to decrease when the tone dis-

crimination task and flight task are per-

formed concurrently. Further decreases in

amplitude are apparent when comparing the

easy and difficult conditions.

The differences between these conditions

TABLE 3

Mean (and Standard Deviation) NI00 and P300 Amplitude (Arbitrary Units) and Latencies (ms) for the
Tone Discrimination Alone and Combined with the Two Flight Missions

Flight Missions

Measures Single Task Easy Flight Difficult Flight

"N1O0 amplitude 1139 (480) 650 (268) 650 (235)
"NIO0 latency 126 (17) 121 (12) 122 (13)

"P300 amplitude 1954 (903) 902 (516) 482 (536)
*'P300 latency 354 (26) 441 (63) 468 (62)

• Obtained from Fz electrode site.

"" Obtained from Pz electrode site,
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Figure 4. Parietal grand average ERPs elicited by
stimulus repetition and alternation for single- and
dual-task conditions.

were quantified by obtaining measures of the

amplitude of the P300 and submitting these

values to a three-way, repeated-measures

analysis of variance (2 Stimulus Sequences

x 3 Single/Dual Tasks x 2 Probe Types).

Main effects were obtained for stimulus se-

quence, F(I,6) = 25.9, p < 0.01, and task,

F(2,12) = 4.2, p < 0.05. More interesting,

however, was the significant interaction be-

tween task and sequence, F(2,12) = 4.0, p <

0.05, which suggested that the overall ampli-

tude as well as the difference between alter-

nations and repetitions decreased with in-

creasing task difficulty. Moreover, post hoc

comparisons indicated that although the dif-

ference between alternations and repetitions

was significant for the tone-discrimination

task and the easy flight, alternation and repe-

tition P300s did not differ significantly in the

difficult flight condition. Thus, since the

global probability and the sequential struc-

ture of the ERP eliciting tones was uniform

across conditions, these results may imply

that residual memory capacity decreased

with increased task difficulty.

A main effect of flight mission was also

found for the P300 latency variable, F(3,18)

= 11.3, p < 0.01. Post hoc comparisons indi-
cated that this effect could be attributed to

the significant difference between single and

dual tasks, (p < 0.05). However, latencies did

not differ between the two flight missions.

This finding suggests that the difference in

P300 amplitude between the two flight mis-

sions cannot be explained by increased la-

tency variability in the difficult flight. Given

that single-task P300 latencies are often

shorter than dual-task latencies, it appears

safe to conclude that the P300 component

successfully discriminated between single

and dual tasks as well as between the two

versions of the flight task.

Thus far we have described the effects of

between-mission difficulty on the amplitude

and latency of the P300 component. Our

second analysis compares ERP components

elicited during the four flight segments. It

was predicted that the P300s elicited by the
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tones in the more difficult flight segments

would be smaller than those recorded during

the easier flight segments, reflecting in-

creased processing demands in the more dif-

ficult conditions. Although the within-mis-

sion comparisons yielded weaker effects for

the performance and subjective measures

than did the between-mission analysis, an or-

dering of the flight segments could be ascer-

tained. The straight and level flight segment

(B) and the holding pattern (C) were flown

with smaller heading deviations than the

takeoff (A) and landing (D) components of the

missions. The student pilots also rated the

straight and level segment to be subjectively

easier than the other three segments. Al-

though the ordering of the P300 amplitudes

was consistent with these measures (the

mean amplitudes of Segments A through D

were 209,525,508, and 283, respectively), the

main effect for flight segment did not attain

statistical significance (p > 0.05). However, a

small but significant correlation was ob-

tained between the amplitude of the P300

and the deviation-from-command heading (R

= -0.27), indicating that the amplitude of

P300 decreased with increases in heading de-

viation. The latency of P300 did not differ

across flight segments.

Negative Components

Two different negative components are ap-

parent in the waveforms presented in Figure

1. The earliest is a frontally maximal deflec-

tion, which occurs between 100 and 200 ms

post-stimulus. This component, labeled the

N100, has been found to be sensitive to the

allocation of attention to physical attributes

of stimuli such as frequency, loudness, and

location. N100s are larger for any stimulus

possessing the attended attribute than they

are for stimuli possessing other attributes

(Hillyard and Hansen, 1986). The amplitude

of the NI00 is also influenced by the num-

ber of information sources that must be at-

tended simultaneously (Parasuraman, 1976;

Schwent and Hillyard, 1975). Nl00s decrease

in amplitude as subjects are required to
monitor additional sources of information.

In the present experiment, an important

question concerns the degree to which the

NI00 reflects the transition from single to

dual tasks, as well as the increase in work-

load imposed on the student pilots by the

more difficult flight task. To this end, mea-

sures of N I00 amplitude and latency were

submitted to a three-way, repeated-measures

analysis of variance (3 Single/Dual Tasks x 2

Probe Types x 3 Electrodes). A significant

main effect was obtained for the task vari-

able, F(2,12) = 5.0, p < 0.05. Post hoc com-

parisons indicated that this effect could be

attributed to larger Nl00s in the single-task

condition (p < 0.05). The amplitude of the

Nl00s did not differ between the easy and

difficult flight missions. No other main ef-

fects or interactions were significant for

NI00 amplitude or latency measures. The la-

tency and amplitude measures for the later

frontally negative component, the N200,

were also submitted to a three-way, re-

peated-measures analysis of variance. None

of the main effects or interactions were sig-

nificant for this component.

CONCLUSIONS

The results of the present experiment pro-

vide preliminary support for the assertion

that components of the ERP can provide sen-

sitive and reliable measures of the task de-

mands imposed upon operators of complex,

real-world systems. One component of the

ERP in particular, the P300, varied in a sys-

tematic manner in response to the demands

of different versions of the flight task. Rela-

tive to conditions in which the tone discrimi-

nation task was performed alone, the ampli-

tude of the P300 decreased when the student

pilots performed the easy version of the flight

task. Further decreases in P300 amplitude
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were observed when the difficulty of the

flight task was increased through Lhc manip-

ulation of wind speed, turbulence, and the

probability of subsystem failures. Although

the within-mission effects were not as dra-

matic as the between-mission comparisons, a

small but significant correlation between

P300 amplitude and heading deviation was

obtained across flight segments. Another

component of the ERP, the N100, varied in

amplitude as a function of the number of

tasks that the subjects performed.

The sensitivity of the P300 to the pro-

cessing demands of the different flight mis-

sions is noteworthy for several reasons. First,

the changes in the amplitude of the P300 as a

function of task demands mimics the modu-

lation of resources presumed to underlie vari-

ations in operator performance. Resource

models predict that as task demands in-

crease, additional resources will be allocated

to the high-priority task, thereby with-

drawing resources from tasks of lesser im-

portance (Navon and Gopher, 1979; Wickens,

1980). The amplitude of the P300s elicited by

the secondary probe task decreased with in-

creases in the difficulty of the flight task.

Other studies have found that P300s elicited

by primary task events increase in amplitude

with increases in task demands (Kramer et

al., 1985). Thus, it appears that the P300 pro-

vides a measure of the hypothetical resources

that can only be inferred from more tradi-

tional measurement techniques.

A second point concerns the use of the sec-

ondary task procedure in the assessment of
mental workload. The resource demands of a

primary task are usually inferred from decre-

ments in secondary task performance (Ogden

et al., 1979). However, a particular difficulty

of the secondary task methodology is the in-

trusion of the secondary task into primary

task performance, thereby complicating the

interpretation of the performance decre-

ments. In the present study, our secondary

probe task required a relatively simple dis-

crimination and an occasional overt re-

sponse. In fact, secondary task performance

did not discriminate among levels of primary

task difficulty. Secondary task reaction time

and accuracy were uniformly high in all con-

ditions. On the other hand, the P300 elicited

by the probe stimuli did discriminate among

the demands of the flight task. Thus, the

ERP-eliciting probe task provides a sensitive

metric of resource demands without in-

truding upon the performance of the task of

interest, a clear advantage in operational set-

tings. However, this is not to imply that even

a relatively nonintrusive secondary task is an

ideal workload assessment procedure in

complex, real-world systems. Clearly, a more

acceptable solution would be the elicitation

of ERP components by primary task events,

thereby negating the requirement for any

type of secondary task. Such a procedure has

been successfully employed in the labora-

tory, and we are currently exploring its effi-

cacy in operational settings (Kramer,

Wickens, Vanasse, Heffley, and Donchin,

1981; Sirevaag, Kramer, Coies, and Donchin,

1984).

A third point concerns the nature of the

metric. Although ERP components certainly

qualify as physiological measures, they are

somewhat unique in that they are selectively

sensitive to a subset of processing demands.

Autonomically mediated measures such as .

heart-rate variability, respiration, blood

pressure, and skin conductance are in-

fluenced by ambient environmental condi- •

tions, anxiety, and physical exertion, in addi-

tion to mental workload (Wierwille, 1979).

Therefore, these measures are sensitive to

workload in general but are not diagnostic in

the sense of identifying the source of the pro-

cessing demands. The P300 is sensitive to in-

formation-processing demands, and, more

specifically, is influenced by perceptual/cog-

nitive demands but not by motor processes.
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Thus, unlike other physiological measures,

ERP components are quite diagnostic.

The unique characteristics of endogenous

ERP components make them well suited to

serve as indices of mental workload. How-

ever, since workload appears to be best repre-

sented as a multidimensional rather than a

scalar quantity, ERPs can best fulfill their

role by augmenting other workload metrics.

Only through the joint use of a number of

measurement techniques can we expect to

elucidate the mental workload of human op-

erators.
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Event-Related Brain Potentials

ARTHUR F. KRAMER

INTRODUCTION

In many cases, automation has served to increase our productivity and un-

burden us from the requirement of performing mundane, repetitive tasks.

However, an important issue concerns the degree to which automation has

unburdened the human operator from duties as a controller of low level system

parameters by increasing the demands on supervisory duties such as decision-

making and information management (Wickens and Kramer, 1985). As an

example of the changing demands, consider the task of a worker in a manufac-

turing plant. In the past, it was relatively easy to determine the workload and

efficiency of an individual employed in the operation of a drill press machine.

The precision and speed with which the operator made his measurements and

performed the drilling operation could easily be determined by a time study

analysis of the process and an examination of the finished product. However, in

modern day manufacturing plants this individual and his co-workers would be

replaced with a series of computer controlled drill presses that perform measure-

ments and adjustments of the process on the basis of information obtained from

their sensors. The human operator would be relegated the task of monitoring the

process and intervene only infrequently when an abnormality in the system had

been detected. At this point the operator would be called upon to diagnose the

malfunction and begin the sequence of procedures required to return the system

to a normal state of operation. Thus, the human operator in an automated system

spends a great deal of time engaging in information processing activities which

are not readily accessible with our traditional measurement techniques. How

then do we evaluate the demands these tasks impose upon the limited processing

197
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capabilities of the human operator? What constitutes a measure of efficient

performance given that the operator is only infrequently called upon to make a

manual response? How do we assess the strategies that operators employ to

cope with the different task requirements of normal system monitoring and the

occasional but usually critical detection and diagnosis of system abnormalities?

One method which has been employed in an attempt to provide access to the

information processing required of operators of highly automated systems is the

verbal protocol (Bainbridge, 1974). Although, in many situations verbal pro-

tocols have been found useful in providing information about the strategies and

planning activities of human operators, there have been other instances in which

operators have been unable to provide a coherent description of their cognitive

activities (Broadbent, 1977). Another approach to the assessment of the proces-

sing demands imposed upon operators of modern day systems is the use of

psychophysiological techniques. In this chapter one specific psychophysio-

logical technique, the event-related brain potential (ERP), will be introduced and

its sensitivity to perceptual, cognitive and motor demands will be evaluated.

OVERVIEW OF ERPs

This section describes the component structure of ERPs, briefly illustrates the

advantages and pitfalls of different measurement procedures, and discusses the

current state of knowledge of the neuroanatornical substrates of different ERP

components. The following section describes the current and potential applica-

tions of ERPs to problems in human factors engineering.

The ERP is a transient series of voltage oscillations in the brain that can be

recorded from the scalp in response to the occurrence of a discrete event. This

temporal relationship between the ERP and the eliciting stimulus or response is

what differentiates ERPs from the ongoing electroencephalographic (EEG) activ-

ity (see Chapter I 0 of this volume for a description of EEG). Thus, the EEG

provides a measure of the tonic state of the organism while ERPs reflect phasic

changes related to the processing of specific events.

Description and definition of ERP components

It is important to recognize the componential nature of the ERP. Early studies

which investigated the effects of different stimulus parameters on the ERP treated

the waveform as a unitary entity, measuring the amplitude over the entire

recording epoch. Many of these results were difficult to interpret. The effects of

experimental manipulations tend to be quite specific to a few components and a

combination of measures may obscure the relevant variance. Although there is a

degree of controversy as to the proper identification and definition of compo-

nents, ERPs have generally been viewed as a sequence of separate but some-

times temporally overlapping components which are influenced by some corn-
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Fig. 1 Schematic representation of an auditory event-related potentials (ERPs) illustrating
prestimulus components as well as exogenous and endogenous components. Negative
components are represented by an upward deflection in the waveform. (After Kutas and

Hillyard, 1984, reprinted from Handbook of Cognitive Neuroscience by permission of the
University of Illinois.)

bination of the physical parameters of the stimuli and psychological constructs

such as expectancy, task relevance, attention and memory. Figure 1 presents the

series of components which are normally recorded with the presentation of an

auditory stimulus. Similar diagrams can be drawn for visual and somatosensory
modalities.

Components are typically labeled with an 'N' or a 'P' denoting negative or

positive polarity, and a number indicating their minimal latency measured from

the onset of an eliciting event (for example, N 100 is a negative going component

which occurs at least 100 ms after a stimulus). Components may be categorized

along a continuum from exogenous to endogenous. The exogenous compo-

nents represent an obligatory response of the brain to the presentation of a

stimulus. These components are usually associated with specific sensory sys-

tems, occur within 200 ms of a stimulus, and are primarily sensitive to the

physical attributes of stimuli. For example, exogenous visual potentials are

influenced by the intensity, frequency, hue, patterning and location of the

stimulus in the visual field. The exogenous components have been successfully

used in clinical settings to monitor the functional integrity of the nervous system

during surgical procedures, to assess changes in the nervous system as a result of

maturation and aging, and to help diagnose various types of neuropathology

including tumors, lesions and demyelinating diseases such as multiple sclerosis

(Starr, 1978; Stockard, Stockard, and Sharborough, 1979). The endogenous

components, on the other hand, occur somewhat later than the exogenous
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components and are not very sensitive to changes in the physical parameters of

stimuli, especially when these changes are not relevant to the task. Instead these

components are primarily influenced by the processing demands of the task

imposed upon the subject. In fact, endogenous components can even be elicited

by the absence of a stimulus if this 'event' is relevant to the subject's task. The

strategies, expectations, intentions and decisions of the subject as well as task

parameters and instructions account for the majority of the variance in the

endogenous components.

The importance of the componential nature of the ERP in the assessment of

organismic state and information processing has made it imperative that compo-

nents be clearly defined. The labeling of different peaks and troughs in Figure 1

suggests that some basis exists for the categorization of ERP components. The

attributes of the ERP that have served as definitional criteria include: the

distribution of voltage changes across the scalp, latency range, polarity, sequ-

ence, and the sensitivitty of components to manipulations of instructions, task

parameters and physical changes in the stimulus (Donchin, Ritter, and MCallum,

1978; Kramer, 1985). The scalp distribution refers to the relative amplitude and

polarity of the component across the scalp for a fixed temporal interval. Thus,

one component may be positive at a parietal location and negative at a frontal

site at time tCn), while another component might possess the opposite polarity-

location relationship at time tCn). The latency range depends on the experimental

manipulations as well as the specific component. For example, the components

occurring within 10 ms of the presentation of a stimulus, the brainstem evoked

potentials, are influenced by both organismic and stimulus variables but their

latency range is only a few ms. On the other hand, the latency range of the P300

component depends on the processing requirements of the task and can span

several 100 ms. The sensitivity of components to specific experimental man-

ipulations is perhaps the most important of the definitional criteria. In fact, it has

been suggested that components with different scalp distributions but a similar

relationship to task parameters or instructions be defined as the same component

(Ritter, Simson, and Vaughan, 1983). The emphasis on the functional relationship

between components and experimental manipulations underscores the import-

ance of recording ERPs in situations in which other measures of performance
may also be obtained.

The preceeding exposition was not intended to suggest that ERP components

can be easily defined on the basis of a tidy set of criteria. On the contrary, each of

the critieria is fraught with several measurement and interpretative problems and

the interaction between them is quite complex. However, given that we are

aware of the limitations of the methodology, the judicious use of ERPs in

conjunction with other approaches can provide useful insights into the informa-
tional transactions of the brain. The next section describes some of the issues

which must be addressed during the measurement of the ERP components.
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Measurement of ERP componenls

The identification of measurement of ERP components is complicated by a

relatively low signal-to-noise ratio in the single trial data. The ERP is typically

defined as that portion of the waveform which is time-locked to a stimulus or

response. All other variability, not time-locked to the discrete event, is consi-

dered noise (for instance, ongoing EEG). Unfortunately the noise distribution

possesses an amplitude of between 50 and 100 microvolts (l_V) while ERP

amplitudes range from I to 15 p.V. Several methods have been proposed to

enhance the signal-to-noise ratio. The most commonly employed procedure is

signal averaging. The basic method consists of the repetition of a large number of

essentially identical trials. These single trials are then averaged. The degree of

attenuation of the noise is inversely proportional to the square root of the number

of single trials in the sample. The averaging procedure is usually not much of a

burden in a laboratory setting since repetition of trials is required to calculate
mean reaction times.

Although the signal averaging procedure serves as an efficient method of

reducing the noise and thereby making the extraction of the components easier,

there are several assumptions which must be met prior to its use (Coles, et al.,

1986). These assumptions include; (I) the ERP components must be temporally

invariant over repeated presentations of the stimulus; (2) the morphological

characteristics of the ERP must be invariant over trials; and (3) the noise must not

be systematically related to the components. However, if the temporal in-

variance assumption is not met, iterative cross-correlation procedures can be

employed to temporally align the single trial waveforms prior to averaging

(Woody, 1967). Other procedures such as filtering also serve to reduce the

amplitude of the noise relative to the amplitude of the ERP provided that the two

distributions are not highly correlated.

Although in many cases the averaging procedure is an adequate way to extract

the ERP from the background noise, there are situations in which an analysis of

the single trials would be desirable. For example, if the objective was to use the

ERP as a real-time index of the processing demands imposed upon a human

operator, averaging would be clearly inappropriate. One technique which has

been successfully employed to distinguish between ERPs on a single trial basis is

stepwise discriminant analysis (SWDA). The goal of the SWDA procedure is the

selection of a subset of variables which maximise the intergroup separation. In

terms of its application to the analysis of ERPs, the variables are the time points

along the waveform. The objective is to discriminate between ERPs elicited by

different stimuli or different experimental manipulations (for example, levels of

processing demand).

Once the ERP has been extracted from the background noise, the characteris-

tics of the individual components must be quantified. The simplest, and most
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frequently employed method to accomplish this function is the selection of the

largest or smallest voltage value within a prespecified temporal window. Thus, in

this case a component is defined as a single peak or trough in the waveform. The

peak selection procedure provides a measure of the amplitude and latency of the

component. The principal advantages of this procedure are its intuitive appeal

and computational simplicity. Peak measurement algorithms represent a direct

analog of visual inspection of the waveform, with the added advantage of an

easily standardized procedure. However, there are also several disadvantages of

the peak measurement procedure. The definition of a component in terms of a

single point in addition to being fairly arbitrary for slow components, ignores the

information which is provided by the morphology of the waveform. Peak

measurement techniques also fail to provide information concerning component

overlap. The measurement of a single point does not permit the assessment of the

actual number of temporally overlapping components which may jointly be

responsible for the voltage recorded at a specific time point. A multivariate

technique which has been used to effectively deal with the problem of compo-

nent overlap is the principal component analysis (PCA) procedure. The PCA also

defines a component in terms of a series of time points which are weighted to

reflect their contribution to the variance of that component, thus avoiding the

definition of a component as a single point (Donchin and Heffley, 1979).

Neuronal substrates of ERPs

The reasons for recording ERPs are probably as numerous as the number of

components that have been catalogued. Hewever, it is possible to illustrate the

range of variability by describing the two extremes. On the one hand are those

investigators who are specifically interested in using ERPs as tools to aid in our

understanding of human information processing. In this case, ERPs can be

viewed as another dependent variable no different from measures of reaction

time and percentage correct. In fact, it does not really matter where in the brain

the ERPs are generated. On the other end of the continuum, the interest is in

using ERPs to enhance our understanding of the anatomy and physiology of the

brain. In this case, the manipulation of task parameters and experimental

instructions is of interest only insofar as they further our understanding of neural

function. Instead the primary goal is to localize the source of different ERP

components. Of course, most investigators would subscribe to a combination of

these views; that the optimal use of ERPs requires the knowledge of both the

neuroanatomical sources and the functional significance of ERPs in terms of

human information processing. Thus, in actuality these two disparate views are

complementary rather than competitive. In the present section our knowledge of

the neuronal substrates of ERPs will be described. The subsequent sections will

be concerned with the use of ERPs as a tool in the study of human information

processing in complex, person-machine systems.
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The electrical potentials recorded at the scalp represent a small subset of the

neuronal transactions of the brain. These scalp-recorded ERPs primarily reflect

the summation of synchronous neuronal activity. The ability to observe this

activity is constrained by the geometry of the cell groups generating the electrical

field, the conductivity of the brain tissue, and the distance of the generator source

from the recording electrodes (Wood and Allison, 1981). For example, cell

groups which are arranged in an open field pattern, with their cell bodies and

processes aligned in parallel, generate electrical fields that can be recorded at a

considerable distance. However, the arrangement of cells in a closed field, with

their cell bodies and processes aligned in a radial pattern, generate an electrical

field that can only be recorded at the center of the field. Thus, this type of activity

would not be reflected in the scalp-recorded ERP but could only be detected if an

intracranial electrode was located at the center of the field. The degree to which

the electrical fields generated within the brain are accurately represented at the

scalp is also dependent upon the depth of the generating source(s). For sources

located in the cortex, the absolute amplitude recorded at the scalp will be large,

but small changes in the location of the electrode will produce large changes in

the amplitude of the ERP. However, for more distant sources the absolute

amplitude recorded at the scalp will be small, but changes in the.location of the

recording electrode will have relatively small effects on the amplitude of the ERP.

Thus, the conclusions drawn about the efficiency of the brain as a volume

conductor are dependent upon the geometry of the cell populations as well as

the distance of the generator sources from the recording sites.

Although there is some knowledge of the neuroanatomical sources of the early

sensory components, there is little information on the locus of the later,

endogenous components. For example, on the basis of clinical and experimental

evidence the brainstem evoked potentials can be localized to specific anatom-

ical structures along the ascending sensory pathways (Goff, Allison, and

Vaughan, 1978). In most cases, these components appear to be generated by a

single source. However, in the case of the later endogenous components it is

generally assumed that the electrical fields of several generators summate to

produce the component recorded at the scalp. Thus, the problem of source

localization is complicated by the requirement to determine the number of
sources as well as their interactions.

The distribution of voltages recorded at the scalp is used as one criterion for the

definition of an ERP component. It is generally assumed that a scalp distribution

which is invariant across repeated stimulus presentations implies a specific and

fixed set of neuronal generators. Thus, one method to derive the source of a

scalp-recorded ERP would be to extrapolate back from the surface potential field

to the source location. Unfortunately, there is no unique solution for this 'inverse'

mapping from a source field to a neuronal generator. However, analytical
solutions have been derived which enable the calculation of surface potential

fields on the basis of a proposed set of generators (Wood et al., 1984). These



204 Psychophysiology and the electronic workplace

'direct' procedures perform an iterative best-fit solution between the calculated

and empirical fields, given specific assumptions about the location and orienta-

tion of the source(s). Other techniques which have also proven useful in

providing information on the neuroanatomical sources of scalp-recorded ERPs

include: intracranial recordings in humans, studies of the effects of brain lesions

on ERP components, the recording of evoked magnetic fields, and the use of

animal models of ERP phenomena. Although none of these techniques in and of

itself is sufficient to unequivocally localize the neuronal sources of scalp re-

corded ERPs, each of the techniques provides a useful source of converging

information.

HUMAN FACTORS ENGINEERING: A PSYCHOPHYSIOLOGICAL

APPROACH

The discussion thus far has focused on the technical issues involved in the

definition, measurement and interpretation of ERPs. In the present section the

emphasis is on the utilization of ERPs as tools in the study of problems in the

design of tasks and the assessment of human performance and cognition in the

electronic workplace. By advocating the use of ERPs to investigate human

information processing in complex tasks, we are not suggesting that ERPs

supplant the more traditional behavioral and subjective measurement techni-

ques. If ERPs provided information which was completely redundant with that
obtained from other measures there would be no justification for employing this

complex and time-consuming technique. However, there are situations in which

ERPs can be used to augment the information provided by other measures.

Several examples will be discussed in which the dissociation as well as the

correspondence between ERPs and other assessment procedures has enhanced

our understanding of the capabilities, limitations and strategies of human oper-

ators.

Display image quality

A major concern in the design of present-clay interactive systems is the interface

between the hardware, in most cases a computer system, and the human

operator. This problem is not unique to specific work environments but covers

the range from the word processor in an office to the pilot of a high performance

aircraft. In many cases the system requirements dictate that a vast amount of

alphanumeric and graphic information be presented to the operator via some

type of video display terminal. An important question in the realm of interface

design concerns the level of resolution which is necessary for the operator to

efficiently perform the assigned tasks. The answer to this question is at least

partially dependent on the types of tasks to be performed. For example, the

detection of a flashing warning light can be performed with much lower
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resolution of the display systems than the detection of velocity changes of objects

moving across the screen. This in turn can be performed with lower resolution

than the precise reading of several rapidly changing quantitative variables.

However, in all of these situations it is important to have the capability to predict

how changes in specific display parameters affect the extraction and processing

of the visual information. In the case of one of the most commonly used display

devices, the raster scan display, numerous psychophysical investigations have

been conducted to assess the effects of display parameters such as the number of

raster lines per unit distance, noise level, and the bandwidth of the video signal

on the performance of various types of tasks (Grether and Baker, 1972; Pearson

and Pearson, 1985). Complementary information concernin 8 the effects of

display image quality on visual processing has been obtained through subjective

assessment procedures.

The sensitivity of the visual evoked potential (VEP) to changes in the physical

parameters of stimuli such as intensity, spatial frequency, hue and orientation

suggests that it might provide a useful index of the image quality of video displays.

VEPs have been used successfully as an objective measure of visual acuity.

Decreasing the clarity of focus of a checkerboard pattern on the retina through

the use of a distorting lens leads to a decrease in the amplitude of the VEP. On the
other hand, insertion of a lens which corrects refractive errors enhances the

amplitude of the VEP (Harter and White, 1968). Thus, the amplitude of the VEP

may be used as a measure of the clarity of focus of a visual stimulus.

In many cases, the VEP is elicited by the infrequent occurrence of a brief

stimulus. Thus, a patterned field may be presented once a second for a duration

of 100 ms. These 'transient' VEPs can be decomposed into a series of separate

components which occur within 200 ms of the presentation of the eliciting

stimulus. The effects of changes in the physical parameters of the stimuli can be

assessed in terms of the latency and amplitude of these components. Another

method of eliciting VEPs is to present a continuously flickering stimulus at a rate of

between 10 and 50 Hz. After a few seconds of stimulation the brain begins to

produce a VEP with a roughly sinusoidal waveshape at the same frequency as the

eliciting stimulus. These 'steady state' VEPs (SSVEP) can be quantified by

decomposing the waveform into its fundamental and harmonic frequency

components. The effects of changes in the physical stimulus parameters can then

be specified in terms of the phase and amplitude of the SSVEP components.

Both the transient and steady state VEPs have advantages and each has been

used successfully to assess the functional integrity of the visual system as well as

to evaluate changes in the physical parameters of stimuli. The complexity of the

transient VEP permits the mapping of latency and amplitude changes of different

components onto the manipulation of stimulus duration, contrast, orientation

and spatial frequency. However, the small amplitude of these components

relative to the ongoing EEG makes it necessary to relate changes in the physical

aspects of the stimulus to an average VEP composed of several minutes of
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stimulus presentations. The major advantages of the SSVEPs is that these

potentials can be reliably defined after only a few seconds of stimulation.

Gomer and Bish (1978) evaluated the effects of two display system para-

meters, horizontal resolution and gray shade levels, on the amplitude of the

SSVEP. Subjects viewed binocularly a checkerboard pattern which reversed at a

rate of approximately ten times per second. Gray shade level was varied by

manipulating the modulation contrast of the checkerboard pattern. Displays

with seven, five and three gray shades were employed in the study. Horizontal

resolution was varied by low-pass filtering the video signal, producing a display

with either 185, 305 or 955 raster lines. Figure 2 illustrates the effects of the

manipulation of the display parameters on the SSVEP. Both horizontal resolution

and the number of gray shades had a significant effect on the amplitude of the

SSVEP, with resolution exerting a greater influence than gray shade. The

amplitude of the SSVEP increased with increasing clarity of the visual display.

These results suggest that SSVEPs may provide an accurate and rapid measure of

the effects of stimulus parameters on the resolution of a visual display. Additional

research employing more sensitive analytical techniques will be required to

investigate a larger set of display factors in a wider variety of tasks.

Visual selective attention

The increasing levels of automation in the workplace have shifted the role of the

human operator from that of a manual controller of low level system parameters

to that of a decision-maker and information manager. One implication of this

change in roles has been the increasing demands placed upon operators to

extract and process a huge amount of visually presented information (Wickens,

1984). Depending upon the specific system in which the human is involved, the

time-lag between the extraction of this data from a visual display and an overt

control action indicating that the information has been processed may be on the

order of several seconds, minutes or even hours. Thus, a major concern in these

semiautomated systems is the timely assessment of the degree to which the

human operator has perceived and processed the task relevant information. This

becomes especially important in adaptive systems that attempt to assess the

operator's mental model of the state of the system and present information in a

form compatible with this model.

A method of evaluating the operator's proficiency in dealing with the

available information is to infer processing capabilities and strategies on the basis

of overt response sequences. This isusually adequate in situations in which the

time-lag between the presentation of the information and the subsequent control

action is short, and the system is functioning normally. However, with longer

time-lags or abnormal system operations, a more timely assessment method is

needed. One solution has been to examine operators' eye scanning strategies in

an attempt to decompose the mental processes which intervene between the
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of gray shade levels. (After Gomer and Bish, 1978, from Human Factors, 20, 589-596, by
the Human Factors Society, Inc. and reproduced by permission.)

control actions (Moray and Rotenberg, 1985). In this method fixation has been

equated with the allocation of attention. Thus, when we focus our eyes on an

object it is assumed that we are attending to and processing the information

available in that object (for example, size, color, shape, orientation). In many

cases this assumption appears to provide an adequate representation of oper-

ators' information extraction and processing strategies. However, it has also

been shown that we are capable of directing our attention to objects in the visual

environment in the absence of eye movements (Posner, 1980). For example, an

operator may be fixating one display, while concurrently extracting information

from another, peripherally located display. Even in situations in which attention

is allocated solely within a fixation, it is difficult to determine which of the

properties of the display the operator is processing (Neisser and Becklen, 1975).

Thus, although eye movements provide an adequate account of attentional

allocation in some situations, they do not provide a fine-grained analysis of

peripheral processing or resolve the degree to which different attributes of a

fixated object are processed.

One line of evidence for the dissociation between fixation and attention has

been provided by studies of visual ERPs. In a typical experiment, subjects are

instructed to fixate their eyes on the center of a CRT while focussing their

attention on either the right or the left visual field. Stimuli are presented in a

random order to both fields. The subject's task is to respond to an occasional

target among the more frequent standards in the attended field. The infrequently

occurring targets are distinguished from the standards by a simple physical feature
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such as intensity, size or color. ERPs are elicited by the presentation of these

stimuli and averages are computed for the targets and standards within the

attended and unattended visual fields. The basic effect obtained in this paradigm

is an enhancement of a series of positive and negative peaks in the ERPs elicited

by the stimuli in the attended field (Eason, Harter, and White, 1969). Furth-

ermore, the size of the enhancement appears to depend on the extent to which

subjects are able to focus their attention on a specific location in the visual field.

The effect is diminished in cases in which subjects must divide their attention

between the right and left visual fields (Van Voorhis and Hillyard, 1977). These

effects are most consistently obtained for two exogenous components, the P100

and NIO0, which occur between 100 and 200 ms post-stimulus.

Other ERP components have been found to discriminate between targets and

standards within an attended location. Thus, while the P100 and N100 are

enhanced for any stimulus in an attended field, the P300 component is largest for

the target stimulus in an attended location. This pattern of data suggests that the

early exogenous components, the P100 and N 100, and the endogenous P300

component reflect two hierarchically ordered levels of selection. It appears that

the P100 and N 100 components reflect selection between locations in the visual

field while the P300 is sensitive to differences among stimuli within an attended

location.

Additional evidence for a hierarchy of cue selections has been found in studies

which have varied dimensions of visual stimuli other than location, such as the

orientation, size, shape, brightness or color of an object. In one study, subjects

were instructed to respond selectively to a grating of a specific spatial frequency

and orientation (Previc and Harter, 1982). The stimuli presented to the subjects

were composed of one of two spatial frequencies and were oriented either

horizontally or vertically. Thus, any one of four stimuli could occur on any trial

but only one of the gratings required a response. The ERP can be characterized in

terms of feature-specific and grating-specific effects. Stimuli with the same spatial

frequency as the target grating were distinguished from stimuli with a different

spatial frequency by an enhanced negativity starting at 175 ms and peaking at

225 ms post-stimulus. A similar but slightly later effect was found for orientation.

The differences between ERPs elicited by relevant and irrelevant gratings was

represented by an enhanced negativity at 375 ms as well as a larger P300

component.

These results provide converging evidence for the proposal that stimuli are

initially selected on the basis of their separable features and only later are these

features combined and processed as a single object (Treisman and Gelade,

1980). Furthermore, the ERPs have demonstrated a sensitivity to the direction of

attention independent of eye movements. On the basis of the ERP results, it

appears that the processing of stimulus features such as color, size and brightness

are hierarchically dependent upon prior selection for location.

The studies described thus far have investigated the sensitivity of ERPs to



J

J

Event-related brain potentials 209

selective attention in fairly restrictive visual environments. In these paradigms,

subjects have been instructed to maintain fixation on the center of a CRT while

directing their attention to a peripheral location. Thus, the generalizability of

these results to real-world visual processing, in which the position of objects as

well as that of the observer is dynamic, is difficult to assess. However, the findings

of several recent studies suggest that ERPs can be employed as an index of

operators' focus of attention within a complex, dynamically changing display,

and more specifically, to a particular attribute of a single object (Kramer,

Wickens, and Donchin, 1985).

Cognitive workload

The study of cognitive workload has traditionally involved an evaluation of

changes in task performance with increases in the difficulty of a task or in

situations in which two or more tasks are concurrently performed. Thus,

increased workload has been inferred from a deterioration in performance.

However, this is not to say that the level of workload is synonymous with an

operator's proficiency in performing a task. For example, imagine a situation in

which two pilots perform a series of difficult flight manoeuvres. Under normal

conditions, both pilots execute the manoeuvres with a high level of proficiency

and their flight performance is indistinguishable. Is this to say that their workload

is also equivalent? Now imagine the same two pilots flying the same maneouvres

while concurrently attempting to diagnose the cause of an intermittent engine

problem. Although their performance is equivalent under normal conditions,

one pilot may cope adequately with the additional demands, while the second

pilot's flight performance may deteriorate as he troubleshoots the failure. This

hypothetical scenario illustrates the distinction between performance and work-

load. Cognitive workload can be described as the cost of performing one task in

terms of a reduction in the capacity available to perform additional tasks. This

cost may be inferred from performance tradeoffs when two difficult tasks are

time-shared. It has been found useful to conceptualize human capacity as

represented by a finite pool of resources available for time-sharing among

concurrently performed tasks. In early versions of this class of models, the

hypothetical resources were viewed as undifferentiated, implying that all tasks

draw resources from the same pool (Kahneman, 1973).

The resource model of human capacity underlies the secondary task techni-

que of workload assessment. In this procedure, a subject is assigned two tasks, a

primary task that is to be performed as well as possible and a secondary task

which is to be performed to the extent that it does not interfere with the

performance of the primary task. It is assumed that the demands imposed upon

the subject by the primary task will be reflected in the performance on the

secondary task. Increasing primary task difficulty presumably leads to an in-
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creased demand for resources by the primary task. This results in a decreasing

supply of resources for the secondary task, and hence, its performance deterio-

rates. Although the secondary task technique has been extensively used in the

evaluation of cognitive workload, it presents a number of practical and theoretical

problems (Brown, 1978; Ogden, Levine, and Eisner, 1979). For example, in

many cases the performance of the secondary task intrudes upon the perform-

ance of the primary task rendering the interpretation of the resource tradeoffs

extremely difficult. Thus, it would be useful to have a secondary task which is

sensitive to changes in primary task difficulty but does not require an overt

response.

The P300 is an endogenous ERP component which is recorded within

300-800 ms following the presentation of a task-relevant stimulus. One task in

which P300 is readily elicited is the oddball paradigm. In a study using this

paradigm, subjects were instructed to count covertly the total number of

high-pitched tones in a series of high and low pitched tones (Duncan-Johnson

and Donchin, 1977). In different conditions, the relative probability of the two

tones was manipulated. The amplitude of the P300s elicited by the tones

increased monotonically with decreases in stimulus probability. In another

condition in which subjects performed a word puzzle and ignored the tones,

P300s were not elicited. Thus, the amplitude of the P300 is determined by a

combination of the task relevance and subjective probability of the eliciting
event.

These results as well as others have led to the proposal that P300 is a

manifestation of the context updating that occurs whenever an event calls for a

revision of our mental model of the environment (Donchin, Ritter, and MCallum,

1978). This updating is invoked only if stimuli are associated with a task that

requires that they be processed. Ignored stimuli do not elicit a P300. But what if

the stimuli are only partially ignored? What if the subject is instructed to perform

the oddball task concurrently with another task? Will the amplitude of the P300

reflect the graded changes in the difficulty of a primary task? If so, then the P300

may serve as an index of the resource demands, and hence, the cognitive

workload imposed upon a human operator by a task. The P300 might also offer a

solution to the problems of secondary task intrusion into primary task perform-

ance, since the ERP eliciting tones occur intermittently, are easily discriminable,

and do not require an overt response.

Wickens, Isreal, and Donchin (1977) conducted an experiment in which

subjects were instructed to perform a compensatory tracking task concurrently

with an ERP eliciting oddball task. Difficulty was manipulated by varying the

number of dimensions to be tracked. P300 was significantly attenuated with the

introduction of the tracking task. However, increasing tracking difficulty failed to

produce any further reduction in P300 amplitude. Figure 3 illustrates the results

from a similar study in which the bandwidth of the forcing function was varied

(Isreal et al., 1980a). Again, the amplitude of the P300 was reduced with the
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Fig. 3 Average parietal ERPs, elicited by equiprobably counted tones, for each band-
width level and count-only control conditions for both ascending and descending blocks
of trials. (From Isreal et al., 1980, reproduced by permission of Psychophysiology.)

introduction of the tracking task but no furthei" attenuation was demonstrated

when the forcing function bandwidth was increased. Thus, in both studies

tracking difficulty failed to significantly influence the amplitude of the P3OOs

elicited by the oddball task. The authors interpreted these results in terms of a

multiple resource model of processing resources. They argued that the resources
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demanded when the bandwidth or dimensionality of the trackin 8 task was

increased were separate from those underlyin 8 the P300.

Multiple resource models suggest that processing resources are not undiffer-

entiated, but instead that they can be defined on the basis of separate dimen-

sions. In one such model (Wickens, 1980) processin 8 resources have been

represented by three dichotomous dimensions: stages of information processing

(perceptual/central and response), modalities of processin 8 (visual and audi-

tory), and codes of processin 8 (verbal and spatial). Attempts to perform concur-

rently tasks which require processing resources from the same modalities, codes

or stages of processing generally result in larger decrements in performance than

does the concurrent performance of tasks which require resources from different

structures. The proposal that P300 is sensitive to a specific aspect of information

processing is consistent with other research which has shown that P300 latency

is determined by stimulus evaluation time and is largely independent of the time

required for response selection and execution (McCarthy and Donchin, 1981 ). If

the manipulation of the bandwidth and dimensionality ofa trackin 8 task demand

resources associated largely with response selection and execution processes

then P300 amplitude should not reflect fluctuations in performance. However, if

the perceptual aspects of a task were varied, the amplitude of the P300 elicited

by a secondary task would be expected to covary with primary task difficulty.

Isreal et al. (1980b) tested this hypothesis by combinin 8 the oddball task as a

secondary task with a visual monitorin 8 task which served as the primary task.

Subjects monitored a simulated air traffic control display and counted the total

number of course changes of a relevant class of aircraft. The difficulty of the

monitoring task was manipulated by varyin 8 the number of aircraft traversin 8 the

display. As can be seen from Figure 4, the P300s elicited by the oddball task

decreased in amplitude with increases in the difficulty of the monitoring task.

Since the primary task did not require an overt response, the data of Isreal et al.

(1980b) provide strong support for the proposal that P300 amplitude is sensitive

to the perceptual demands of a task.

The studies described above have shown that P300 is a sensitive measure of a

subset of the processin 8 demands of a task. P300s elicited by secondary task

probes decrease in amplitude with increases in the perceptual/central processing

difficulty of a primary task. Thus, the P300s appear to mimic the allocation of

resources presumed to underlie dual-task performance. However, the secon-

dan/task P300s provide only a partial picture of the resource tradeoffs. One of

the basic assumptions of the secondary task technique is that increases in primary

task difficulty divert processing resources from the secondary task. The decre-
ment in secondary task performance is believed to reflect this shift'of resources

from the secondary to the primary task. Thus, it is assumed that there is a

reciprocal relation between the resources allocated to the primary and secon-

dary tasks. If the P300 truly reflects the resource tradeoffs that occur during dual

task performance, then it should be possible to demonstrate that P300s elicited
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presented alone and concurrently with a visual monitoring task which required the
detection of course changes of simulated aircraft. Difficulty was varied by manipulating
the number of symbols traversing the CRT. (From Isreal et al., 1980, reproduced by
permission of Psychophysiology.)

by primary task events increase in amplitude with increase in difficulty of the
primary task.

A series of studies have obtained results which confirm this hypothesis. In one

such study, subjects were required to perform a pursuit step tracking task

concurrently with an auditory oddball task (Wickens et al., 1983). ERPs were

elicited by changes in the spatial position of the target in the tracking task and the

presentation of the tones in the oddball task. Difficulty was varied by manipulat-

ing two variables in the tracking task: the predictability of the positional changes

of the target and the control dynamics. The ordering of difficulty was validated by

measures of tracking performance and subjective ratings of tracking difficulty.

The ERP results are illustrated in Figure 5. Consistent with previous studies, P3OOs

elicited by the discrete secondary task events decreased in amplitude with

increases in the difficulty of the primary task. On the other hand, increasing the

difficulty of the tracking task by decreasing the stability of the control dynamics

and the predictability of the target resulted in a systematic increase in primary

task P300 amplitude. The reciprocal relation between P3OOs elicited by primary

and secondary task stimuli as a function of primary task difficulty is consistent with
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Fig. 5' Grand average ERPselicited by discrete events in both the primary and secondary
tasks. Note that in the primary task (a) the large positive deflection in the waveforms
increases in amplitude with increases in the difficulty of the primary task; while the ERPs
elicited by the secondary task (b) probes decrease in amplitude with increases in tracking

difficulty. (From Wickens, et al., 1983, Science, 221, 1080-1082, with permission of the
American Association of the Advancement of Science, copyright 1983.)

the resource tradeoffs presumed to underlie dual-task performance decrements.

An additional benefit of using P300 to assess resource demands is illustrated by

the step/no count panel in Figure 5. In this condition, subjects performed the

tracking task without counting any extraneous events. ERPs were elicited by

changes in the spatial position of the target in the tracking task. The ordering of

P300s as a function of tracking difficulty was identical to the condition in which
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subjects counted the primary task events. These data suggest that inferences from

the P300 about resource allocation and therefore workload can be made in the

total absence of a secondary task requirement. This is a considerable advantage

if workload is to be assessed unobtrusively in real-time environments.

Models of skill development have proposed that the modulation of some

hypothetical resources underlie the overt, measurable improvement in perform-

ance (Hirst et al., 1980; Schneider and Shiffrin, 1977). Increased proficiency in

performing a task is described in terms of a reduced demand for these processing
resources. Given that P300 reflects the resource tradeoffs that occur when two

difficult tasks are time shared, one might hypothesize that P300 will also reflect

the changing resource demands with practice. Within a dual-task scenario, the

increasing automaticity of a primary task should release resources which could

then be allocated to the secondary task. Thus, if P300s were elicited by

secondary task events, we would expect them to increase in amplitude with

increased practice on the primary task. Kramer, Wickens, and Donchin (1983)

conducted an experiment in which subjects performed a target acquisition task

concurrently with an auditory oddball task. When subjects were relatively

inexperienced with the task, the P300s elicited by the secondary task probes

were small. However, P3OOs increased in amplitude with increases in the

amount of practice on the target acquisition task. Further evidence for the

systematic relation between P300 and changes in the skill level of subjects has

been found in both single and dual-task paradigms (Kramer et al., 1986; Natani

and Gomer, 1981; R6sler, 1981).

Mental chronometry

The timing of mental processes has been of concern to psychologists, physi-

ologists and astronomers for over 100 years. Initial interest in the topic grew out

of the desire to accurately measure the transit time of stars. Two observers,

watching the same star move from one location to another would often find that

their estimates differed by several hundred ms. Upon further investigation, the

variability in temporal estimates was found to be due to differences in reaction

times among observers.

Interest in accounting for these differences among individuals led to the

development of several methodologies designed to decompose reaction time

into its constituent processes. Donders (1909) had subjects perform a series of

tasks of varying complexity. In one task subjects made a simple response to a

single stimulus (task A). In a second task subjects were instructed to make a

different response to each of several stimuli (task B) while in a third task, subjects

were required to discriminate among several stimuli and respond to only one of

them (task C). Donders proposed that each of these tasks required specific

mental processes and that by subtracting the reaction time for one task from that of

another, the time necessary to complete a specific process could be derived. For
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example, it was assumed that task A required a simple reaction time process

while task C also required a stimulus categorization process. Thus, by subtracting

the reaction time of task A from the reaction time of task C, the time necessary for

stimulus categorization could be determined.

Unfortunately, some of the assumptions upon which the methodology was

based proved untenable. For instance, the procedure presupposed that the

deletion of one process from a task would not influence the way in which other

processes were executed. This assumption of 'pure insertion' was found to be

incorrect. However, this problem was resolved by the additive factors method-

ology (Sternberg, 1966). In this procedure, Sternberg suggested that different

mental processes could be distinguished on the basis of patterns of additivity and

interactions among experimental variables. When two experimental variables

were found to interact (that is, stimulus intensity and the presence/absence of a

mask) they were said to influence a common stage of processing while two
variables that were additive in their effects on reaction time (that is, stimulus

intensity and stimulus-response compatibility) were said to influence separate

stages.

Both Donders' and Sternberg's methodologies imply that human information

processing may be conceptualized in terms of a number of stages, from the

encoding of the stimulus array to the execution of a response. Furthermore,

Sternberg's serial stage model assumes that reaction time is the sum of a number

of non-overlapping processing stages and that the function performed by each

stage is independent of the duration of preceding stages. Although recent

empirical results and theories have suggested that information processes may be

executed in a continuous fashion rather than in discrete stages, the importance of

Donders' and Sternberg's methodological contribution to the study of mental

chronometry should not be underestimated (Eriksen and Schultz, 1979; McClel-

land, 1979).

Regardless of whether one adopts a discrete stage or continuous model of

information processing, one problem inherent in distinguishing the contribution

of different processes to a particular task or subject's strategy is the inferences

that must be drawn from traditional measures. That is, measures of system output

such as reaction time and accuracy are used to infer changes in perceptual,

cognitive and motor processes. Clearly, it would be desirable to possess indices

of a subset of the processes which are reflected in these output measures.

A number of ERP components have been described in terms of their sensitivity

to specific mental processes. For instance, two negative components have been

associated with the priming of response channels. Both the readiness potential

(RP) and contigent negative variation (CNV) occur prior to a voluntary response

or primed stimulus and tend to reflect the amount of response preparation. The

RP has been shown to reflect primarily motor processes and is largest in

amplitude contralateral to the responding limb (Kutas and Donchin, 1980). The

CNV appears to be composed of two separate processes, an orienting compo-
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nent to a warning stimulus and a response preparation component (Rohrbaugh

and Gaillard, 1983). Evidence suggests that the P300 component reflects

stimulus evaluation processes but is relatively insensitive to response selection

and execution (McCarthy and Donchin, 1981). The N200 component appears

to be sensitive to physical mismatch between subsequent stimuli while the N400

reflects semantic incongruity (Kutas and Hillyard, 1980; N_t_nen, Simpson,

and Loveless, 1982).

These ERP components used in conjunction with traditional measures such as

reaction time and accuracy have proven to be quite useful in explicating the

locus of interactions among task parameters. One paradigm in which this

multivariate approach has resolved a long standing theoretical debate is the

Stroop task (Stroop, 1935). In the standard Stroop paradigm subjects are

instructed to name the ink color in which a word is printed. Three different

categories are employed. In the congruent condition both the word and the ink

color in which the word is printed are the same (the word 'blue' is displayed in

blue ink). In the incongruent condition the ink color and the word do not match

(the word 'red' is printed in yellow) while in the neutral condition a non-color

word is presented (the word 'house' is shown in green ink). More time is required

to name the ink color when the word and the ink color conflict. Thus, although

subjects are instructed to respond to the ink color and ignore the meaning of the

word, it appears that codes for both properties are activated. The theoretical
debate has concerned the locus of this interaction.

Duncan-Johnson and Koppel (1981) reasoned that since the latency of the

P300 component is sensitive to factors that influence stimulus evaluation time

but is relatively unaffected by response selection and execution processes, the

pattern of P300 latencies and RT could be used to discriminate between stimulus

encoding and response selection interpretations of the Stroop effect. For inst-

ance, a pattern of results in which P300s elicited in the incongruent condition

were prolonged relative to the congruent condition would suggest that at least

some portion of the code interaction took place prior to response selection and

execution. On the other hand, if P300 latencies did not differ in the two

conditions while RT was lengthened in the incongruent condition support would

be provided for the response selection hypothesis. The results were consistent

with the latter interpretation. The RTs were prolonged in the incongruent con-

dition relative to the congruent condition while P300 latency was unaffected by

the relationship between the word and the color of the ink in which it was printed.

Eriksen and Schultz (1979) have observed a similar interference effect in a

paradigm in which subjects were required to respond to a target letter in an array

of non-target letters. When the flanking non-target letters called for a conflicting

response, RT to the target was lengthened. The interference between the targets

and non-targets in the Eriksen paradigm has been attributed to competition at the

recognition stage (Proctor, 1981) as well as to interactions at the response level

(Eriksen et al., 1985).
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In a recent study, Coles et al., (1985) augmented measures of reaction time

and accuracy with measures of the electromyogram (EMG) as well as with the

latency of two components of the ERP, the P300 and the RP. The results obtained

from this multivariate approach to the study of code interactions provided

support for the proposal that the noise/compatibility manipulation influenced

both stimulus evaluation and response competition processes. Furthermore, the

finding of a gradual build-up of response competition was consistent with a
continuous flow model of human information processing (Eriksen and Schultz,

1979).

Although the experiments described within the present section have been

exclusively conducted in laboratory settings, the results have important practical

implications. The section on cognitive workload (pp. 209-215) described how

ERPs recorded in conjunction with traditional measures might be used to assess the

resource demands of operational tasks. The research and theories described in

the current section suggests that mental processes also play a role in human

information processing. Thus, the demands imposed on the human operator can

be conceptualized in terms of both the resources required to perform a task and

the mental processes or transformations that must be performed on the data. The

joint ERP-performance based approach, allows for a fine-grained analysis of

both these components of information processing.

RECOMMENDATIONS

This chapter has provided a brief glimpse of the pitfalls and potential advantages

of employing ERPs in the assessment of human performance and cognition.

Truly, there are many situations in which traditional measures can provide

adequate answers to our questions, thereby rendering the costly and time-

consuming ERP methodology unnecessary. However, there are other cases in

which the issues have proven difficult to resolve with our current battery of

measurement techniques. It is in these situations that ERPs can be most profitably

employed.

Recommendations for future research

Several examples have been discussed in which ERPs, employed in conjunction

with other assessment techniques, have enhanced our understanding of human

information processing. At best, the experiments performed thus far have

provided an initial glimpse of the processes under study. Further advances in the

use of ERPs as tools in the investigation of cognitive processes depend upon (a)

the development and validation of multivariate statistical techniques that will

allow us to more reliably extract and measure ERP components; and (b) the

continued explication of the functional significance of ERP components (Don-

chin, 1981). In addition to the research areas described in the present paper,
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other substantive areas in which ERPs offer the potential for significant contribu-

tions include: the assessment of cognitive deficits in aging, the analysis of

language processes, and the evaluation of response parameters of keyboards

and other data input and retrieval devices.

Recommendations for practice

Clearly, the use of ERPs to address problems in human factors engineering is in its

infancy and at present the procedure has been almost exclusively employed in a

laboratory environment. If ERP measures are to truly be of use to designers of

complex, semiautomated systems, then the validity of this approach must be

assessed in extralaboratory situations such as simulators and ultimately oper-

ational settings.

We can distinguish two different scenarios in which ERPs could potentially be

of use in the future. First, ERPs might be used in an offline context to explicate the

processing demands of a task, the adequacy of a visual or auditory display, or the

individual differences in processing strategies exhibited by different groups of

system controllers or supervisors. To some degree, this line of research has

already begun, at least in the fairly sterile laboratory environment. Second, ERPs

might be used in an online context to detect momentary fluctuations in

attentional state or processing demands and to adjust the level of system

automation on the basis of these measures. In our opinion, the offline scenario

appears to be the most realistic contribution we could expect from ERP technolo-

gy in the short term. Potential online uses of ERPs will have to await a more

detailed understanding of the relationship between single trial ERP components

and cognitive processes as well as the development of more accurate and

reliable signal extraction techniques.
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Over the past decade considerable strides have been made in explicating the

antecedant conditions necessary for the elicltation, and the modulation of the

amplitude and latency, of a number of components of the event-related brain

potential {ERP). We focus in thls report on the P300. Much work in our

laboratories and elsewhere has begun to elucidate the functional significance of

the P300 (Desmedt, 1980; Donchin, 1981; Prltchard, 1981; Sutton and Ruchkin,

1984). These data contribute to the analysis of cognitive function and are

therefore of theoretical interest. However, in this paper we wlll dwell mostly on

the degree to which these psychophyslologlcal measures contribute to issues in two

real-world domains; communication devices for the motor Imparied and the

assessment of mental workload of aircraft pilots. Although these two domains may

appear to be quits heterogenous they both require relatively rapid communication

of information, a problem for which components of the ERP may prove useful. It is

important to note that techniques are available in both of these domains that

address the communication problem. Thus, if the ERPs are to prove truely useful

in this endeavour they must be shown to provide information that complements the

information already obtained from these other techniques.

One characteristic of the P300 component of the ERP that makes it a candidate

measure of cognitive processes of interest In these domains is Its sensitivity to

the task relevance of a stimulus or response. Numerous studies have demonstrated

that a P300 is elicited only if a subject actively processes or attends to a

stimulus. Ignored stimuli do not elicit a P300 (Donchln and Cohen, 1967;

Duncan-Johnson and Donchln, 1977). In the context of the assessment of pilot

workload, it would be of interest to know whether the P300 would reflect the

graded decrement in processing that is characteristic of gradual increases in

workload level (Donchin, Kramer and Wickens, 1986; Kramer, 1987). Thus, within

this domain it is not enough that the amplitude of the P300 discriminates

processed from unprocessed events, but magnitude of processing must also be

reflected in the P300. In contrast, the construction of a "mental prothesls" for

the motor imparled requires only that the P300 reflects which item in an array of

items Is being actively processed. However, it is important that such a

communication device does not require the user to fixate the item to be
communicated.

Experiment _ - Assesment of Pilot Workload

The program of research that we have conducted to address issues of mental

workload is particularly consistent with a resource theory framework (Freldman and

Poison, 1981; Navon and Gopher; 1979; Wlckens, 1980_ 1984). Within thls framework

the performance decrements observed in multl-task paradigms are attributed to the

depletion of one or more of a set of finite resources. Thus, if two difficult

memory tasks are tlmeshared it is assumed that one of the tasks will require a

majority of the resources, leaving an insufficient supply for the performance of

the other task. Within this context, mental workload can be described as the cost

of performing one task in terms of a reduction in the capacity to perform

additional tasks given that the two tasks overlap in their resource demands.

Although this theory provides a good account of the results in both laboratory and

operational environments, the hypothetical resources must be inferred from

performance measures.

In research performed in a number of laboratories, it has been found that the

amplitude of the P300 component mimics the resource tradeoffs presumed to underlie

dual task decrements (Defayolle, Dinand and Gentll, 1971; Horst, Hunson and

Ruchkin, 1984; Isreal, Chesney, Wlckens and Donchln, 1980; Kramer, Wickens and

Donchln, 1983, 1985; Lindholm, Cheatham, Koriath and Longridge, 1984; Natani and

Gomer, 1981; Strayer and Kramer, 1986; Wickens, Kramer, Vanasse, Heffley and

Donchln, 1983). The general paradigm employed in these studies requires subjects

to perfozln two tasks concurrently. One task is designated as primary and the

other task as secondary. Subjects are instructed to maximize their performance on

the primary task and devote any additional resources to the performance of the

secondary task.

Primary tasks have included system monitoring, decision making, and manual

control. Secondary tasks have required subjects to discriminate between tones of

different frequencies or lights of different intensities. In general, the

response demands of the secondary probe tasks have been minimal, requiring

subjects either to covertly count the total number of one type of event or respond

to an occasional target probe.
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ERPs are elicited by events in either one or both of the tasks. Increases in

the perceptual/cognitive difficulty of the primary task result in a decrease in

the amplitude of the P300s elicited by the secondary task. Conversely, P300s

elicited by discrete events embedded within the primary task increase in amplitude
with increases in primary task difficulty. Furthermore, changes in response

related demands of a task have no influence on the P300 (Isreal et al., 1980).

The reciprocal relationship between P300s elicited by primary and secondary
task stimuli is consistent with the resource tradeoffs presumed to underlie

dual-task performance decrements (Kahneman, 1973; Navon and Gopher, 1979! Sanders,

1979_ Wickens, 1980). That is, resource models predict that as the difficulty of

one task is increased, additional resources are re-allocated to that task in order

to maintain performance, thereby depleting the supply of resources that could have
been used in the processing o_ other tasks. Thus, the P300 appears to provide a

measure of resource tradeoffs that can only be inferred from more traditional

performance measures. Furthermore, P300s elicited by secondary task events are

selectively sensitive to the perceptual/cognitive demands imposed upon the

operator. This selective sensitivity may be especially useful in decomposing the

changing processing requirements of complex tasks (Kramer et al., 1983).

One might ask why ERPs should be used to monitor changes in resource demands

given that several technically simpler approaches to the assessment of mental

workload have already been proposed. Although numerous performance-baaed measures

of mental workload exist, they suffer from several drawbacks. First, some of the

measurement techniques require subjects to perform a secondary task which

frequently interferes with the performance of the task of interest (Knowles, 1963_

Rolfe, 1971_ _Ickens, 1979). This is clearly unacceptable in an operational

environment In which the safety of the operator must be assured. Even in the

laboratory setting it is difficult to determine which of the two tasks generated

an observed performance decrement since the performance on the two tasks Is easily

confounded. Second, performance-based measures of mental workload provide an

output measure of the operator's information processing activities (e.g. RT,

accuracy). Thus, at best, performance measures provide only an indirect index of

cognitive function. Third, performance measures do not always correlate highly

with the actual workload of the tasks (Brown, 1978! Dornlc, 1980! Ogden, Levlne,

and Eisner, 1979). It has been shown in a number of situations that subjects may

compensate for increased workload by expending additional effort. However, this

effort is not always reflected in performance measures [Vicente, Thornton and

Moray, 1987). Fourth, although subjective measures are relatively easy to collect

and possess high face validity they do not reflect the moment to moment variations

in workload that are Indexed by physiological measures.

The goal of the present experiment was to augment the conclusions drawn from

the studies cited above by demonstrating that the dual-task ERP paradigm could be

employed in a complex real-world situation to provide information concerning

mental workload and residual capacity. Student pilots performed a series of dual-

task flight missions. In each case, the primary task consisted of performing a

specified flight scenario under Instrument Flight Rule (IFR) conditions. The

difflculty of the primary task was varied in two ways. "Between mission"

difficulty was manipulated by varying the direction and speed of wind conditions,

the severity of turbulence, and the probability of a subsystem failure during a

critical portion of the mission. A second way that difficulty was manipulated

might be labeled "within mission" difficulty. In this case we capltialized on the

different levels of processing demand inherent in the fllght task (i.e. straight

and level vs. approach to landing).

The secondary task consisted of a concurrently performed go/no-go auditory

discrimination task in which subjects pressed a button in response to the

presentation of one of two tones. ERPs associated with the secondary task tones,

overt performance measures from the flight task and discrimination task, and

subjective indices of task difficulty were examined to assess the extent to which

the manipulations of primary task difficulty modulated the mental workload

associated with the flight task.

Method

Sub_ects Seven student pilots enrolled in Aviation 210 at the University of

Illinois' _Jillard Airport participated in the study. The student pilots possessed

a private pilots license and had a basic familiarity with IFR flight skills. All

of the pilots were between the ages of 20 and 26 and had normal hearing and normal

or corrected to normal vision.

Simulator and stimulus Generation Equipment The ILLIMAC flight system used in

the experiment'_nsls_f a fixed based flight simulator that was designed

around the INTEL 8086 digital microprocessor. In the present study the simulator

was configured to mimic the flight characteristics of the BEECHCRAFT Sport 180, a

single engine aircraft with fixed gear and a fixed propeller. The ILLIMAC flight

panel contained the instrumentation and navigational radios required for

instrument flight conditions. Flight performance measures were digitized at the

rate of 30 Hz and transferred via a RS232 llnk to a DEC PDP 11/73 computer.

Performance measures included deviations from assigned heading, altitude, airspeed

and glldeslope.

The auditory stimuli employed for the secondary task were produced by an

audio-generator and binaurally presented to the pilots through headphones. ERPs,

flight performance data, and secondary task RTs were recorded on magnetic tape for

off-llne analysis.





s

_J

Procedure An IFR flight plan, roundtrlp from Champaign, Illinois to Octoe

intersection, formed the framework within which the processing demands imposed

upon the student pilots were investigated {see Champaign approach plate AL-709,

ILS Runway 32 for additional details). The flight included a takeoff, straight and

level segment, three holding patterns, and an instrument landing system (ILS)

approach to landing. Each pilot flew a total of four 45 minute missions in the

flight simulator. In the first session, the students flew the course twice.

These flights served to familiarize the subjects with the IFR flight plan and the

dynamics of the simulator. Both of the missions were flown under the easy flight

conditions {no wind, turburlence or subsystem failures). Since the flights were

considered practice, the performance data will not be dealt with in the present

report.

In the second session, subjects again flew the flight path twice. However, in

, this session one of the two flights included 30 mph winds from 270 degrees,

moderate turbulence, and a partial suction failure in the heading indicator during

approach to landing. The presentation order of the easy and difficult flights was

counterbalanced across subjects. A Certified Fllght Instructor (CFI) was present

during each flight to instruct the subjects on the flight scenarios and to

evaluate their performance. Upon completion of each of the two flights, subjects

were asked to rate the difficulty of the flight as a whole, as well as each of the

individual flight segments. Each of the flight missions lasted approximately 45

min. Subjects recieved a 15 min rest break between flights.

In addition to the flight task subjects performed another task both separately

and concurrently with the flight. The task required the student pilots to monitor

a Bernoulli sequence of auditory stimuli presented binaurally through headphones.

Two different tone frequencies (I000 hz and 1500 Hz) were used. One of the tones

was designated as the target and was presented on 30% of the trials. Subjects

responded to targets by depressing a switch located on the left side of the

control yoke. Both speed and accuracy were emphasized In the instructions.

Non-targets, which were presented 70% of the time, did not require a response.

Tones were 50 msec (including a 10 msec rise/fall time, 65 dB) in duration, and

were presented every 1.4 to 1.7 secs.

ERP Recording System Electroencephalographic (EEG) activity was recorded from
three midline sites [Fz, Cz, and Pz according to the International 10/20 system:

Jasper, 1958) and referred to linked mastoids. Beckman Biopotential Ag-AgCI

electrodes filled with Grass electrode paste were attached to all scalp sites as

well as to a forehead ground. In addition, identical electrodes were placed above

and below the subject's right eye to evaluate Electrooculographic [Egg) activity

in the vertical plane. All electrode impedances were maintained below 10 kohms,

The EEG and Egg channels were amplified by Grass model 12A5 amplifiers with a

10 second time constant and an upper half amplitude of 35 Hz, 3 dB/octave rolloff.

The recording epoch for all channels was 1300 msec beginning I00 msec prior to the

presentation of secondary task tones. The data channels were digitized every 5

msec and were digitally filtered off-line (-3 dB at 6.27 Hz; 0 dB at 14.29 Hz)

prior to further analysis. Artifactual contributions to the EEG from fOG activity

were evaluated and eliminated off-line by submitting the data to an eye movement

correction procedure (Gratton, Coles, and Donchin, 1983).

Results

performance and _robe discrimination data The flight performance data

were collected to assess The va"_idity of the difflc_"--Glty manipulations, both within

and across missions. Two measures of flight performance, heading and altitude

deviation, were recorded in all flight segments in both easy and difficult

missions. These indices were submitted to a two-way repeated measures analysis of

variance. One additional measure, deviation from the glideslope, was recorded in

both the easy and difficult scenarios in the final flight segment. Table I

presents the mean values of the flight performance measures for both easy and

difficult flights.

All three of the flight performance measures indicated that our between

mission experimental manipulations successfully influenced the difficulty of the

flight task. When the student pilots were required to fly the 45 mln mission with

high winds, moderate turbulence, and a subsystem failure during approach to

landing their deviations from command altitude increased (F(I,6)=6.6, p<.05),

their ability to accurately track the glideslope decreased (F(I,6}-8.0, p<.05),

and their deviations from assigned headings increased (F(I,6)-g.I, p<.05) relative

to the mission with no wind, turbulence, or subsystem failures. Flight

performance was also influenced by mission segment irrespective of between mission

difficulty (see table 2). Subjects were more accurate at maintaining their

assigned headings during straight and level flight and holding patterns than they

were during takeoff and landing. (F(3,18)=4.3, p<.05). However, students

performance on the altitude measure did not differ as a function of fllgbt

, segment. Thus, fllght performance measures most strongly discriminated between

easy and difficult flights, while inter-segment differences were found for only a
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subset of the performance measures.
Performance measures for the ERP eliciting probe task are presented in Table 1

for the between mission comparison and in Table 2 for the comparison across flight
segments. Subjects were uniformly accurate across missions and flight segments
with response accuracy ranging from 89 to 93 percent. Neither RTs nor accuracies
differed as a function of flight segments or missions (p>.05). Thus, any
differences among the ERPs elicited in different flight conditions cannot be
attributed to the subjects* failure to perform the probe task in the more
difficult flight missions or segments.

TABLE 1

Mean simulator performance, probe discrimination reaction time and accuracy, and
subjective workload ratings for easy and difficult flights (standard deviations

are in parentheses).

MEASURES - FLIGHT MISSIONS

EASY FLIGHT DIFFICULT FLIGHT

Heading deviation 1.86 (.67) 3.08 (.90)
(degrees)
Altitude deviation 40.3 (17.8) 70.9 (37.8)

(feet)
,Subjective workload 115.2 (12.7) 137.8 (21.6)

ratings
Probe reaction time 580.0 (139.5) 604.0 (119.3)

(msec)
Probe accuracy 92.4 (6.0) 89.0 (7.2)

(percent correct)
Glldeslope deviation .35 (.21) .74 (.38)

-(degrees)

TABLE 2

Mean simulator performance, probe discrimination reaction time and accuracy, and
subjective workload ratings for the four flight segments (standard deviations are
in parentheses).

MEASURES FLIGHT SEGMENTS

Straight Soldinq

Takeoff and Level Patterns Landlnq

Heading deviation 2.89 (1.03) 1.87 (1.06) 1.92 (.81) 3.19 (1.44)
(degrees)
Altitude deviation 53.6 (32.2) 60.1 (12.5) 41.9 (11.2) 67.4 (58.6)
(feet)

Subjective workload 128.6 (18.5) 117.2 (10.1) 128.4 (13.1) 133.0 (21.7)
ratings
Probe reaction time 604.0 (I01) 564.0 (135) 584.0 (127) 617.0 (146)

(msec)
Probe accuracy 89.4 (7.3) 93.1 (6.0) 92.2 (6,4) 89.6 (6.4)
(percent correct)

Subjective Workload Ratlngs. Table 1 presents the subjective workload ratings
for the between m---l-_on comparlsons while Table 2 displays the ratings for each of

the flight segments. Each of the flight segments in the easy and difficult

flights were rated relative to a straight and level segment that was flown prior

to the experimental flights. Subjects made their ratings subsequent to each

mission and were permitted to assign any numerical value to their estimates of
subjective workload. The ratings were normalized prior to statistical analysis.

Subjects rated the flight mission with high winds, moderate turbulence, and a

partial suction failure in the heading indicator during ILS approach as having a

significantly higher workload than the flight without wind, turbulence or

subsystem failures (F(I,6)-18.7, p<.01). Subjective ratings also discriminated

among flight segments (F(I,6)-6.0, p<.01). The subjects' estimated the takeoff,

holding pattern and landlng segments to be equally difficult, while straight and

level flight was estimated to be easier than the other three segments (F(1,6)-9.8,

p<.01).
A comparison of the flight performance measures and the subjective workload

ratings suggest that, for the most part, the pilots' subjective estimates

corresponded well with their performance on the flight task. Both the performance

measures and the subjective ratings discriminated between easy and difficult

missions. Flight segments were also differentiated by subjective and objective
measures.
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Figure I.

task alone and both of the flight missions.
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Event Related Potentials Figure 1 presents the ERPs recorded at Pz
overpiotted for the three conditions. Although a number of components can be

discerned by visual inspection of the waveforms we will concentrate on the large
positive de£1ection occurring at approximately 350 msec post-stimulus. This
component increases in amplitude from the frontal to the parietal recording site

and appears to discriminate among levels of task difficulty. In a single task

condition the amplitude of this component was influenced by both stimulus

probability and task relevance. Based on these criteria the component can be
identified as the P300 (Donchin, Ritter and HcCallum, 1978; Kramer, 1985; Sutton
and Ruchkin, 1984).

The single trial ERPs were corrected for eye movement artifacts and then
averaged within experimental conditions. The amplitude and latency of the P300's
were obtained from single trials. Peak latenctes and amplitudes were defined as
the largest positive deflection within a 300 to 600 msec window relative to the
pre-stimulus baseline. Two separate analyses were performed on the P300 data. In
the between mission analysis, P300 measures were submitted to three way repeated
measures analyses of variance (3 single/dual tasks x 2 probe types x 3
electrodes). Three factors were also entered into the within flight analyses oE
variance (4 flight segments x 2 probe types x 3 electrodes).

One of the major questions in the present study was the extent to which P300
amplitude would discriminate among levels of workload imposed upon the student
pilots by the flight tasks. The main effect of flight mission indicated that P]00
amplitude was sensitive to the task demands of the different missions
(F(2,12)-4.7, p<.05). Post-hoc comparisons further indicated that P]00s elicited

by the tones in the discrimination task were largest In the single task
conditions, of intermediate amplitude when the students were flying with no wind,
turbulence, or subsystem failures, and smallest with high winds, turbulence and a

heading indicator failure (Eor all comparisons p<.05). This systematic decrease
in the amplitude of the P300s elicited by the tone discrimination task alone and

combined with the flight missions mimics the resource trsdeoffs presumed to
underlie multi-task performance.

A main effect of flight mission was also found for the P]00 latency variable
(F(3,18)-11.3, p<.01}. Post-hoc comparisons" indicated that this e£fect could be

attributed to the significant difference between single and dual-tasks (p<.05).
However, latencies did not differ between the two flight missions. This finding
suggests that the difference in P300 amplitude between the two flight missions
cannot be accounted for by increased latency variability in the difficult flight.
Given that single task P300 latencies are o£ten shorter than dual-task latencies,
we feel that we can safely conclude that the P300 component successfully
discriminated between single and dual-tasks as well as between the two versions of
the flight task.

Our second analysis compares ERP components elicited during the four flight
segments. It was predicted that the P300s elicited by the tones in the more

difficult flight segments would be smaller than those recorded during the easier
flight segments, reflecting increased processing demands in the more difficult

conditions. Although the within mission comparisons.yielded weaker effects for
the performance and subjective measures than the between mission analysis, an
ordering of the flight segments could be ascertained. The straight and level

flight segment and the holding pattern were flown with smaller heading deviations
than the takeoff and landing components of the missions. The student pilots also
rated the straight and level segment to be subjectively easier than the other
three segments. Although the ordering of the P300 amplitudes was consistent with

these measures (the mean amplitudes of the segments were 209, 525, 508 and 283,
respectively) the main effect for flight sogment did not attain statistical
significance (p>.05). However, a small but significant correlation was obtained
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between the amplitude of the P300 and the deviation from command heading (R -

-.27), indicating that the amplitude of P300 decreased with increases in heading

deviation. The latency of P300 did not differ across flight segments.

Discussion

The results of the present experiment provide preliminary support for the

assertion that components of the ERP can provide sensitive and reliable measures

of the task demands imposed upon operators of complex, real-world systems. The
P300 varied in a systematic manner in response to the demands of different

versions of the f]ight task. Relative to conditions in which the tone

discrimination task was performed alone, the amplitude of the P300 decreased when

the student pilots performed the easy version of the flight task. Further

decreases in P300 amplitude were observed when the difficulty of the flight task
was increased through the manipulation of wind speed, turbulence, and the

probability of subsystem failures. Although the within mission effects were not

as dramatic as the between mission comparisons, a small but significant

correlation between P300 amplitude and heading deviation was obtained across
flight segments.

The sensitivity of the P]00 to the processing demands of the different flight

missions is noteworthy for several reasons. First, the changes in the amplitude

of the P300 as a function of task demands mimics the modulation of resources

presumed to underlie variations in operator performance. Resource models predict

that as task demands increase additional resources will be allocated to the high

priority task thereby withdrawing resources from tasks of lesser importance (Navon

and Gopher, 19791Wickens, 1980). The amplitude of the P300s elicited by the

secondary probe task decreased with increases in the difficulty of the flight

task. Other studies have found that P300s elicited by primacy task events

increase in amplitude with increases in task demands (Kramer etal., 1985). Thus,

it appears that the P300 provides a measure of the hypothetical resources that can

only be inferred from more traditional measurement techniques.

A second point concerns the use of the secondary task procedure in the

assessment of mental workload. The resource demands of a primary task are usually

inferred from decrements in secondary task performance (Ogden etal., 1979).

However, a particular difficulty of the secondary task methodology is the

intrusion of the secondary task into primary task performance, thereby

complicating the interpretation of the performance decrements. In the present

study, our secondary probe task required a relatively simple discrimination and an

occasslonal overt response. In fact, secondary task performance did not

discriminate among levels of primary task difficulty. Secondary task reaction

time and accuracy was uniformly high in all conditions. On the other hand, the

P300 elicited by the probe stimuli did discriminate among the demands of the

flight task. Thus, the BRP ellcitlng probe task provides a sensitive metric of

resource demands without intruding upon the performance of the task of interest, a

olear advantage in operational settings. However, this Is not to imply that even

a relatively nonlntruslve secondary task is an ideal workload assessment procedure

in complex, real-world systems. Clearly, a more acceptable solution would be the

ellcltatlon of ERP components by primary task events, thereby negating the

requirement for any type of secondary task. Such a procedure has been

successfully employed in the laboratory and we are currently exploring its

efficacy in operational settlngs (Kramer et el., 19811Sirevaag et al., 1984).

A third point concerns the nature of the metric. Although ERP components

certainly qualify as physiological measures, they are somewhat unique in that they

are selectively sensitive to a subset of processing demands. AutonomIcally

mediated measures such as heart rate variability, respiration, blood pressure, and

skin conductance are Influenced by ambient environmental conditions, anxiety and

physical exertion in addition to mental workload (Wllllges and WIerwille, 1979).

Therefore, these measures are sensitive to workload in general but are not

diagnostic in the sense of identifying the source of the processing demands. The

P300 is sensitive to information processing demands, and more specifically it is

influenced by perceptual/cognltlve demands but not motor processes. Thus, unlike

other physiological measures, ERP components are quite diagnostic.

Experlment l__I - Proposal for a Mental Prothesis

This program of research has focused on the development of a system that

provides a means for an Indlvidual to communicate using ERPs. The development

effort capitalizes on the sensltlvlty of the P300 component to the task relevance

of a stimulus or response. Thus, if an individual selectively processes a single

item embedded in a matrix of items the attended item will elicit a P300. P300'B

will not be elicited by the unattended items. We propose that the sensitivity of

the P300 to this category distinction can be exploited to communicate information

that an individual wishes to convey. It is important to emphasize that neither

speech nor any other motor system is necessary for this communication process.

The system works in the following manner: a 6-by-6 matrlx contalnlnG the

• letters of the alphabet and a few slngle-word commands is displayed on a CRT (see

Figure 2). In the test of the system, the subjects task was to communicate a word

by sequentially attending to a set of letters In the matrix. The computer flashes

rows and columns of the matrix and detects the flashes that evoke ERPs

characterized by a P300. Since flashes of the attended letters would be both rare

end task relevant they were expected to generate larger P300's than unattended

letters.
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The present study represents a preliminary assessment of the efficacy of this
ERP based communication system. The major goal of the experiment was to examine

the parameters of the system that were expected to have an impact on the
communication process. The parameters investigated includez th_ type of detection
algorithm, the number of trials, and the rate of intensification of elements in
the matrix that are required to achieve a specified level of accuracy and rate of

communication.

7

CRT Display Used In the Mentsl Prosthesis

MESSAGE

BRAIN

Choose one letter or command

A G M S Y

B H N T Z

C I O U • TALK

D J P V FLN SPAC"

E K O W • BKSP

F L R X SPL QUIT

Figure 2. CRT display used in the mental prothesis. The rows and columns of the .
matrix were flashed alternately. The letters selected by the subject were

displayed at the top of the screen.

Method

Subjects Four healthy subjects, 3 females and one male, whose ages ranged

from 20 to 36 years, participated in the study.

Procedure Subjects were presented with a 6-by-6 matrix whose cells contained

the letters of the alphabet as well as several one-word commands for controlling

the system. The matrices were displayed on a computer-controlled CRT. In each

"trial," the 6 rows of the matrix, or the 6 columns, were each intensified for a

period of I00 msec. The rows were selected for intensification in a random order,

and then the columns were similarly intensified.

The subjects task was to select each of the letters in the word "BRAIN" in

turn, and silently count the flashes of the row or column containing the letter

until the system dlsplayed the letter it had selected. For purposes of the

off-llne analysis of the operating characteristics of the system the rows and

columns were flashed approximately 30 times for each of the letters. After the

letters spelling the word "BRAIN" had been displayed, the subject selected the
"TALK" command, and the word was spoken by a Votrax speech synthesizer. A
real-time discriminant function was used to detect differences between the
attended and unattended letters.

In order to collect sufficient data to analyze the operatlnq characteristics

of the system the subjects spelled the word I0 times. Half of the blocks were run

with a 125 msec delay between the onset of the intensification of a given row or
column and the onset of the intensification of the next row or column to be
flashed and half with a 500 msec Inter-stlmulus interval (ISI).

ERP Recording The EEG was recorded from Ag-AgC1 Beckman Biopotentlal
electrodes placed at Pz and referred to llnked mastoids. EOG was recorded from

electrodes placed above and below the right eye. Ground electrodes were positioned
on the forehead. Electrode impedance did not exceed 5 kohm. The slqnals were

amplified by Grass model 12 amplifiers. Low and high-pass filters had
half-amplitude frequencies of 35 and 0.01Hz respectively. The data were
digitized at a rate of 50 Hz. The ERP and EOG data were digitized continuously
from 20 msec prior to the first flash until the end of each letter trial (30
flashes of the rows and columns). Eye movement artifacts were removed by the Eye

Movement Correction Program (Gratton et el, 1983).

Data Analysis In analyzing the data, we sought to determine how many trials

were required to detect the letter on which the subject was focusing at different

levels of accuracy, for each of 4 different detection methods. For the purpose of

analysis, each trial was divided into 6 data windows or subtrials, each consisting

of the data for 600 msec after onset of the flash of a row or column. Since the

ISI was less than 600 msec, the subtrials contained overlapping data. For each of

these subtrlals we computed a score that measured the magnitude of the P300 In the

epoch following the presentation of the row or the column.
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Four different algorithms were used to compute the.scores_ (a) stepwise linear
discriminant analysis (St;DA), (b) peak picking, [c) area, and (d) covariance, tie
will briefly describe each of these algorithms. For more details, see Donchin and
Heffley (1975) and Coles, Gratton, Kramer, and Miller (1986).

A. Stepwise discriminant analysis. SWDA is a classification procedure. In
the present case, the procedure computes a score that reflects the "distance"
between each epoch and the mean of a group of trials known to include a P300 as
well as the distance from the mean of a group that does not include a P300. This
measurement is performed by applying a discriminant function to the epoch's data.

That function is developed on the basis of a "training set" of trials whose group
membership is known. We used as a training set the data collected while the
subject was focusing on the first 2 letters ('B = and "R'). The remaining data
became the "analysis set." tie used the training set data to compute discriminant
weights that distinguished between the attended and unattended subtrials. These

weights were applied to individual subtrials in the analysis set and summed across
trials In order to identify the attended cell of the matrix.

B. Peak picking. The amplitude of P]00 was defined as the difference between
the most negative point prior to the P300 window (defined as the time range within
which the average attended waveform in the training set was positive) and the most

positive point in the P300 window.
C. Area, The =area" of P300 was defined as the sum of the data points in the

P300 window.
D. Covariance. A P300 template was computed as the average of the attended

subtrials in the training set. P300 scores in the analysis set were derived by
computing the covariance of each subtrial with this template.

Row and column scores were summed to compute a unique score for each cell in

each pair of trials (one trial in which rows were flashed and one trial in which
columns were flashed). For example, the score for "B," which is located in the
first column and the second row was the sum of the score for the first column and

the score for the second row. The scores computed for each letter were summed
across trials to determine which cell was identified as the cell selected Dy the

subject. On each test there were one correct response and 35 possible errors.
The test was considered a =hit = if the algorithm yielded the largest total score,

sunu, ed across trials, for the letter on which the subject was focusing.

ERPs for Attended and Unattended Cells

A) 125 msec ISl B) 500 msec ISl

Attended
---- Unattended

Subject 1

Subject 2

Subject 3

' ' ;0 .... ; ' ' ' 00 tOO 2 300 4OO 5OO eO0 100 200 300 4 0 500 600

Time (msec)

Subject 4

• .' o .

Figure 3. Average waveforms for attended and unattended letters for each of the

subjects and both ISI's.
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Results

The principal question we addressed in this study was the speed and accuracy
with which the ERP based mental prothesis could communicate single letters.

Figure 3 shows that when the attended and unattended letters were separately
averaged there was a clear difference in the P300's elicited by the two

conditions. However, If the technique required the presentation of 30 trials for

correct detection it would be quits limited, the rate of information transmission
would be one character per 37.4 seconds, even when data windows are overlapped by

shortening the ISI to 125 msec. The P300, however, can be detected with a smaller

number of trials (Squires and Donchln, 1976). We examined, therefore, the

accuracy of detection as a function of the number of trials at each ISI for each

of the 4 detection algorithms. Detection accuracy was estimated by means of a

bootstrap technique (Efron, 1979).
We randomly chose 1000 sets of 2 trlals, 1000 sets of 4 trlals, and so on up

to 1000 sets of 40 trials from the data set. The sampling was with replacement.
We applied the 4 signal-detectlon algorithms, computed scores for each of the 36
stimuli, and determined how many times out of .I000 that the stimulus the subject
was attending had the highest score with each algorithm. This provided an
estimate of the percent of correct Identifications of the chosen stlmulus out of

the 36 presented, as a function of the number of trials considered in the
analysis. By multiplying by the Inter-trial interval, we obtained an estimate of
the accuracy as a function of time.

As can be seen in Figure 4, there are considerable individual differences in

the subjects' ability to use the system, as well as in the relative effectiveness
of the different detection algorithms. Moreover, different algorithms were more
effective for different subjects. All oE the subjects, however, were able to

achieve a high level of accuracy in communicating their choices to the system at a

speed of several seconds per choice.
Table 3 presents speed and accuracy figures for the fastest algorithm for each

subject at each ISI. tJhen the subjects' optimal ISI and signal-detection
algorithm were used, the mean time required to achieve 801 accuracy was 9.0
seconds. For 95% accuracy, the mean time required was 15.3 seconds. A choice of
one out of 36 contains 5.2 bits of information, so the speed at 95t accuracy was

0.34 bits per second, or 20.4 bits per minute. By using the "BKSP= (backspace)
command (see Figure 2) with the same speed and accuracy, a subject could correct
errors and achieve over 99.9% accuracy with a speed of 0.30 bits per second, or

18.3 bits per minute.

SPEED/ACCURACY: FASTEST ALGORITHMS

A)80% Ao::uracy 8) 95% Accuracy

SuM.•
I 122 Areal 12.0" Peak Ig0"*SWONAmS 220 Peak

| 11.4" Palak 11'.7 Pr r. 19.1" Peak 207 Peak

$ gS Peak 62 _ _al 17.8 Peak IlY" ,q_e41
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Mean 11,4 9`9 IS4 17,9
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Mere m Io 95% a_curlof.

llll_ iSI _ AI0oqihm

ImUC_,SUbI,Kt
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Peak picking proved to be the most efficient algorithm. When considering the

4 subjects, 2 ISis, and 2 accuracy criteria peak picking yielded the [astest times
to reach the accuracy criterion in 12 cases out of 16. Area was the fastest in 3
cases. SWDA and area measures were tied in one case.

Discussion

\
This study addressed two distinct questions. First, we sought to determine

If the P300 could be employed as a binary switch by means of which the subject can

toqgle a choice. This question is clearly answered in the affirmative. Indeed,

the specific arrangement we used to present choices to the subject can amplify the

choosing power of the switch as a series of binary choices allows for the reliable

identification of a choice among 36 distinct objects. In principle, this method
can be used in a manner that would allow [or a choice among more items, as the
number of rows and columns can be increased, floweret, such an increase would
entail a cost in that the total number of flashes required for each choice would

be increased. The optimal size of the matrix remains a matter for further

investigation.
The utility of the communication channel based on the P300 depends, as do all

communication channels, on the signal-to-noise ratio. It is evident that the P300
on which this channel is based is buried in the "polyneural roar of the £EG, = to

use Ross Adey's felicitous phrase. The detection and measurement of the P300, as
is true for other ERP components, requires signal averaging. Thus, it was

conceivable that while the P300 can, in principle, serve as a switch, its
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Speed/Accuracy of the Four Algorithms
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Figure 4. Plots of the accuracy of identification of attended letters for each of

the subjects, algorithms and ISl's.

.reliability under the signal-to-noise conditions whidh it presents would have been
quite impractical for actual use. Our second goal in this study was to examine
the operating characteristics of the communication channel.

The conclusions are quite clear. The channel can operate reasonably well at
the speed of 20.4 bits per minute. A character, chosen from among 36 items, can
be detected with a 95t accuracy within 15 seconds. The ISI proves to be an
important variable. There seems to be a relatively fixed relationship between the
number of trials required for detection at a given level and the interval between
stimuli. At the values we chose, there seems to be a constant level of signal-to-
noise reduction that is required. This can be achieved by increasing the interval
between stimuli from 125 to 500 msec, allowing for a better definition of the
P300. Alternately, the signal-to-noise reduction can be achieved by an increase
in the number of trials. The speed of the communication remains constant under
these two variations.

This general conclusion is tempered by considerable variability across

subjects. Different detection methods varied in their effectiveness when applied
to the data of the different subjects. The differences in effectiveness are due
to an interaction between the nature of the procedures and the specific attributes
of the subject's data. It is useful to consider the differences among the
detection alqorlthms.
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Covariance computes, essentially, how similar the individual ERPs are to a

template consisting of the average waveform for the attended cell In the training
set. All time points are included, and each point is weighted according to the
mean amplitude of that point in the training set.

S_JDA involves much more extensive computations on the training set data than
covariance, but it is in general more efficient because it gives greater weight to
time points that were more effective in distinguishing between attended and
unattended cells in the training set.

The primary weakness of both SWDA and covartance is sensitivity to latency
variability. If an ERP component, such as P300, appears in a given trial with

much longer or shorter latency than the modal latency in the training set, then
the discriminant weights (or, similarly, the weights in the covariance algorithm)
will not be applied to the points that best characterize the P300, and accuracy
will be lost. Latency jitter during the training set, also, will add noise to the
system and result in less effective weights.

Peak picking, on the other hand, is highly insensitive to latency variability.
The P300 peak can be located anywhere in a relatively wide time window. However,
all of the information contained in the other points is lost by this procedure.

Area, like covariance, considers all of the points in a broad range, but it is
a purely additive, rather than a multiplicative procedure, and does not use a
training set. Therefore it misses some information contained in a consistent,
distinctive ERP shape and time course, but also avoids some of the noise
introduced into S_tDA and covariance by variability in the time course and shape of
ERPs. It takes advantage of infot-mation contained in a broad, flat ERP that is
lost in the peak picking algorithm, but by the same token is influenced by noise
at points at a distance from the peak.

Because of these differences, different algorithms are more effective in

different cases. For a subject whose P300s have a distinct peak with considerable
latency variability, peak picking is likely to be the most efficient algorithm.
For a subject whose ERPs have any distinctive shape and little latency

variability, SWDA is likely to be the most efficient. For a subject whose P300s
tend to be broad and flat, without much of a peak and with considerable latency

variability, area is likely to be the most efficient. These differences
notwithstanding, the general conclusion is sustained by the data. It is quite
possible to use the P300 as an effective binary switch, and the communication

channel can be organized so that the choices can be communicated using a
relatively small number of trials.

Although the speed of the mental prothesis is rather slow relative to other
modes of communication such as typing or speech, there are several techniques that
might be used to increase the rate of transmission. F_r instance, the value of the
channel may be further enhanced if the procedure is used as a method for choosing
from a menu of commands rather than as a method for spelling words. The elements
in the matrix may well be words rather than letters. Each of these choices may in
turn call for another menu. In such a paradigm the rate of communication would be
enormously amplified, even though the domain of the communication would be
constricted.

Furthermore, the communication speed we have assessed in this study examined

the channel without any attempt to benefit from a number of obvious procedures for
accelerating the communication. As a computing device must be a part of the
system, it is relatively trivial to incorporate in the channel the known

constraints of the language. With each letter presented the number of actual
options is reduced, as combinations of characters appear with quite uneven
probabilities in English. The system may be allowed to "guess" so that, for
example, having detected a "TH" pair it can be relatively sure the following
character would be an E, an A, or an I.

It may also be possible to enhance the speed of the system by incorporating
additional components of the ERP. If, for example, we were to present the rows

and columns in a regular sequence, one would expect to see a CNV develop as the
time for the appearance of the correct column, or row, neared. The relative
effectiveness of a random presentation utilizing the P300 solely and a

presentation that capitalized on both a CNV and the P300 is a matter for further
research.

Conclusions

The procedures we describe in this paper and the data we adduce serve to
illustrate the feasibility, and the limitations, of the "biocybernetic" concept.
The term "biocybernetics" has been used to describe an attempt sponsored during

the 1970's by DARPA to develop a "biocybernetic = channel. That channel was to
enhance the communication between people and machines by adding channels of
communication that employed psychophysiological means. Several approaches were
proposed (see Gomer, Beidman, and Levine, 1979). There were several attempts to
use the ERP as a switch. Vidal and his associates have, for example, used the

differences between the responses to different checkerboards which flashed on
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different parts of the screen to create an BEG-driven Joystick that controlled the

movements of a displayed "mouse" (Hickman and Vidai, 1976).

The mental prothesis described in the present article provides further support
for the usefulness of ERPs as alternate communications channels. Evidence has

also been provided which supports our arguement that the amplitude of the P300 can
be used as an index of the demands imposed upon an operator of a complex system.

Although both studies reported here were sucessful within their restrictive

domains, they provide, at best, preliminary evidence of the efficacy of ERPs in

real-world tasks. Further research Is necessary to discover the limitations of

the ERP procedures and to examine how ERPs might be used In conjunction with other

measures to enhance the communication process.
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ASSESSING THE DEVELOPMENT OF AUTOMATIC PROCESSING:

AN APPLICATION OF DUAL-TASK AND EVENT-RELATED BRAIN

POTENTIAL METHODOLOGIES *
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Previous research has found that properties of automatic processing do not always co-occur,
suggesting that the acquisition rates may differ. The present study investigated the acquisition rate

of several of these properties by employing additive factors logic, dual task methodology, and

event-related brain potentials. Seven subjects participated in a ten session experiment in which
they performed two tasks, a visual/memory search task and a pursuit step tracking task, both

together and separately. RT and P300 latency measures indicated that parallel processing of the
display was achieved early in training in the consistent mapping condition. This processing was

unaffected by dual task demands. An analysis of RT/P300 ratios suggests that another form of

perceptual efficiency was achieved later in practice in both the varied and consistently mapped
search tasks. This effect was larger in the consistent mapping condition. Reductions in the slope of

the memory set function occurred significantly earlier for P300 latency than for RT, suggesting
that the stimulus evaluation processes became automated more rapidly than the response selection

components of memory search. Consistent with an analysis of the processing demands of the two

tasks, the introduction of the tracking task and an increase in tracking difficulty produced
equivalent interference during consistent and varied mapping conditions. Results are discussed in
terms of models of skill, skill acquisition and component task automaticity.

1. Introduction

In recent years a number of theories have been proposed to account for the

quantitative and qualitative changes in performance and subject strategies that

occur during the development of highly skilled behaviors (LaBerge, 1981;

Logan, in press; Neumann, 1984; Posner & Snyder, 1975; Schneider &

Shiffrin, 1977). It is interesting to note that many of the characteristics of

these "automatic" processes were described over 80 years ago. Solomons and
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Stein (1896), in their introspective studies of reading and writing, described the

development of automatic processing in terms of a rapid increase in the speed

of performance, a reduction of the effort and attention required to perform the

task, a lack of memory for automatically processed events, and poor develop-

ment of automatic processing in situations in which difficult perceptual

discriminations were necessary. Bryan and Harter's (1897, 1899) studies of

professional telegraphers allowed them to add several other characteristics to

this list. They described the highly skilled telegraphers' performance as being

resistant to intrusions and highly stereotypical. Although a few additional

characteristics have been added to the list in recent years (e.g., difficult to

modify, activation without intention; Shiffrin & Dumais, 1981), the observa-

tions made at the turn of the century still provide the core set of attributes that

typify automatic processing.

One of the goals of the present study is to provide a fine grained analysis of

the changes in information processing that occur during the development of

highly skilled behavior. To this end we have employed several methodological

approaches, including dual-task techniques, additive factors logic and event-re-

lated brain potentials (ERP), in the assessment of the changes in subject's

performance and processing strategies over an extended period of training. A

second issue that is addressed in the present study is the degree to which

automatic processing can be localized to specific information processing

components within highly practiced tasks.

1.1. Development of automatic processing

A paradigm that has been extensively employed in the examination of

automaticity is a modification of the Sternberg memory search task (1966,

1969). In this paradigm subjects are instructed to memorize a set of items.

After memorization has been completed, subjects compare a series of visually

presented probes to the members of the memory set. Subjects make one

response if one of the visually presented items is from the memory set and

another response if the probe(s) do not match any of the memory set items.

Probes that match an item in the memory set are referred to as targets while

probes that do not match a memory set item are labeled distractors. In an

extensive series of studies, Schneider and Shiffrin (1977; see also Shiffrin &

Schneider, 1977) have demonstrated that automatic processing develops in a

consistent mapping condition (CM) in which targets are always selected from

one set of items (e.g., letters A to M) and distractors are selected from another

set of items (e.g., letters N to Z). Thus, the mapping of the stimuli to the

responses does not vary over trials in the CM conditions. Non-automatic or

controlled processing is employed in a varied mapping (VM) condition in

which subjects are unable to consistently map stimuli to responses. In the VM

conditions both targets and distractors are chosen from the same set of items
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(e.g., letters A to Z). Thus, targets and distractors exchange roles over trials in
the VM conditions.

As a result of their studies, Schneider and Shiffrin (1977) proposed a

two-process theory to account for changes in performance with practice.

Automatic processing which developed as a result of extensive practice with

consistent stimulus-response relations was characterized as fast, inflexible,

difficult to suppress once learned, and not limited by short-term memory

capacity or attention. It was suggested that controlled processing occurs in

novel situations or in situations in which stimulus-response relations are

inconsistent over time. Controlled processing was characterized as slow, serial

and capacity limited. Asymptotic controlled processing requires little practice

and is easily modified. The qualitative and quantitative differences between

automatic and controlled processing modes have been demonstrated in search

tasks with a variety of stimulus materials including; characters (Shiffrin &

Schneider, 1977), words (Fisk & Schneider, 1983), categories (Fisk & Schneider,

1984a), spatial and temporal patterns (Eberts & Schneider, 1986; Myers &

Fisk, 1987) and higher-order rules (Fisk & Oransky, in press; Kramer &
Strayer, 1987a).

A number of criteria have been employed in the memory/visual search task

to distinguish between automatic and controlled processing modes. One of

these is referred to as the "zero slope" criterion. This criterion is satisfied

when the memory or visual search slope is reduced to less than 10 ms per item

in a character classification task (Schneider, 1985). This can be compared with

a 40 ms slope in an equally practiced VM condition. Two other criteria were

developed within the context of dual task experiments in which a CM task is

paired with a VM task. One of the criteria deals with performance in the CM

task. The "perfect time sharing" criterion is fulfilled when the performance in

the dual task condition is equivalent to performance in the single task CM

condition. Thus, in this case CM performance is insensitive to the imposition

of the VM task or an increase in its difficulty. The second of the dual task

criteria deals with performance in the VM task. The "intrusion" criterion is

satisfied when performance in the VM task is reduced with the occurrence of a

CM target, despite subjects' attempts to ignore the CM event. The co-occur-

rence of these criteria has been used to evaluate the internal consistency of

automatic processing. However, several investigators have noted that these

criteria do not always co-occur (Kahneman & Chajzyck, 1983; Paap & Ogden,

1981; Regan, 1981). This led Logan (1985) to suggest that automatic processing

might be better characterized by a continuum than a dichotomy since the

properties of automatic processing appear to develop at different rates during
training.

Schneider's (1985) recent extension of the two-process theory (Schneider &

Shiffrin, 1977; Shiffrin & Schneider, 1977) provides a description of the

changes that occur in performance with the development of automaticity.
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According to Schneider, the transition takes place in four phases. In the first

phase controlled processing predominates. This phase is characterized by the

effect of memory load on performance in the search task. In phase two,

controlled and automatic processing co-occur and performance is a mixture of

the two processing modes. This phase occurs shortly after the introduction of

consistent practice and is characterized by a flattening of the memory load

function for the larger set sizes. It is proposed that the reduction in slope for

the larger set sizes is due to the weak automatic processing finishing first when

controlled processing is relatively slow. The third phase is characterized by a

lack of effect of memory load on performance (i.e. zero slope). The controlled

sequential operations are no longer necessary due to the increased strength of

the automatic processing; however, subjects still allocate attention to perform

the task. The fourth phase represents pure automatic processing and is

characterized by a zero slope and perfect time sharing. In the present study we

will examine the transitions in processing predicted by Schneider's (1985)

model. This will be accomplished by using ERPs in conjunction with perfor-

mance measures to localize the changes in information processing that take

place during the development of automaticity. For example, the joint use of

RT and P300 latency will allow us to distinguish between stimulus evaluation

and response processing interpretations of changes in the Sternberg memory

set slope and intercept with increased practice and dual task demands.

1.2. Component task automaticity

In a recent review of the automaticity literature, Jonides, Naveh-Benjamin

and Palmer (1985) have suggested that, "the investigation of the task as a

whole may lead one to conclude that the task is not performed automatically,

when one or more component processes used in completing the task may, in

fact, be automatic by acceptable criteria" (p. 163). Other investigators have

also emphasized the importance of a careful analysis of task structure prior to

the assessment of automaticity. For example, LaBerge (1975, 1981) dis-

tinguishes between two types of automatic processing that develop under

different conditions, within system or perceptual automaticity and between

system or association automaticity. Fisk and Schneider (1984b) argue that

automatic processing can develop for consistent components of a task even

when the entire task is not consistent. In an ingenious series of studies Logan

(1979) used additive factors logic within a dual task paradigm to examine the

relative automaticity of different component processes (see also Logan, 1978).

In these studies VM and CM choice reaction time tasks were paired with a

concurrent memory retention task. Initially, performance in both the CM and

VM tasks interacted with increases in the difficulty of the concurrent task.

However, following practice performance in the VM task continued to interact

with increases in the difficulty of the concurrent task while performance in the
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CM task was additive with dual task demands. This reduced dual task

interference suggests that the automatic processing did not place demands on

the same limited capacity processes required by the concurrent memory
retention task.

The interpretation of the dual task results in terms of overlapping demands

is consistent with resource models of attention which assume that processing

resources are limited in quantity and shareable between concurrently per-

formed tasks (Kahneman, 1973; Kantowitz & Knight, 1976; Norman &

Bobrow, 1975). Current formulations of resource theory hold that a number of

processing units have their own supply of resources that can be shared by

several ongoing cognitive operations (Freidman & Poison, 1981; Kinsbourne

& Hicks, 1978; Navon & Gopher, 1979; Sanders, 1983). One such model

proposed by Wickens (1980) argues that processing resources may be repre-

sented by three dimensions; stages of processing (perceptual/central and

response), codes of processing (verbal and spatial) and modalities (visual and

auditory). Tasks that place demands on the same limited capacity processes

are predicted to be more poorly timeshared than tasks that do not overlap in

their processing requirements.

The multiple resource interpretation of the pattern of dual task interactions

is consistent with the observation that highly practiced CM tasks can be

timeshared with less interference from some types of tasks (Hirst, Spelke,

Reaves, Channick, & Neisser, 1980; Schneider & Fisk, 1982; Solomons &

Stein, 1896) than others (Hoffman, Houck, MacMillian, Simons, & Oatman,

1985; Hoffman, Nelson, & Houck, 1983). In fact, Hoffman et al. (1985) have

suggested that CM memory/visual search tasks may still place demands on

two separate limited capacity processes; one concerned with the episodic

representation of the stimulus array and the other with the production of

speeded responses. In the present experiment we will further examine the issue

of component task automaticity by pairing a pursuit step tracking task which

has previously been shown to place heavy demands on perceptual and motor

processes (Vidulich & Wickens, 1981; Wickens, Derrick, Micallizi & Beringer,

1980) with the Sternberg memory search task. It is predicted that the imposi-

tion of the tracking task and an increase in its difficulty will interact with the

intercept of the memory set function in the Sternberg task but will be additive

with the slope. This prediction is based upon additive factors logic (Sternberg,

1969), which suggests that the intercept in the memory comparison task

reflects both encoding and responses processes while the slope provides an

index of the time required to complete memory comparison processes. Fur-

thermore, we predict that the magnitude of the interaction between the

tracking task and the Sternberg task will be the same for VM and CM

conditions since it is the memory comparison process that becomes automated

in the memory search task.



236 A.F. Kramer and D.L Strayer / Development of automatic processing

1.3. Event-related brain potentials

The ERP is a transient series of voltage oscillations in the brain that can be

recorded in response to the occurrence of a discrete event (Donchin, 1981;

Regan, 1972). The ERP can be partitioned into a number of separate compo-

nents identified by the polarity and approximate latency of the peak (Donchin,

Ritter, & McCallum, 1978). Two separate components, the N200 and P300,

will be examined in the present study in an effort to aid in the explication of

the processing changes that take place during the development of automatic

processing in single and dual task conditions.

The P300 component of the ERP is represented by a positive voltage

deflection maximal over the parietal scalp with a minimal peak latency of 300

ms post-stimulus (Sutton, Braren, Zubin, & John, 1965). This ERP component

is particularly useful in the study of automatic processing since its latency

appears to be influenced by stimulus evaluation processes while being rela-

tively unaffected by the processes of response selection and execution (Mag-

liero, Bashore, Coles, & Donchin, 1984; McCarthy & Donchin, 1981; Ragot,

1984). Thus, the use of P300 latency in conjunction with RT will allow us to

isolate processing changes to pre and post response processes.

A number of studies have jointly examined reaction time and P300 latency

in a VM Sternberg task (e.g., Adam & Collins, 1978; Brookhuis, Mulder,

Mulder, & Gloerich, 1983; Ford, Pfefferbaum, Tinldenberg, & KopeU, 1982;

Ford, Roth, Mohs, Hopkins, & Kopell, 1979; Gomer, Spicuzza, & O'Donnell,

1976; Pfefferbaum, Ford, Roth, & KopeU, 1980; Strayer, Wickens, & Braune,

1987). The consensus of these studies is that both reaction time and P300

latency increase with memory load; however, the effects were greater for

reaction time. This suggests that the reaction time slope contains both a

stimulus evaluation component and a response-related component (cf. Marcel,

1976).

P300 amplitude has been found useful in the study of the allocation of

processing resources among concurrently performed tasks. Within a dual task

paradigm, P300 has been found to increase in amplitude with increased

processing demands when elicited by task relevant events in a primary task.

On the other hand, P3OOs elicited by secondary task events decrease in

amplitude with increases in the perceptual/cognitive difficulty of a primary

task (Isreal, Chesney, Wickens, & Donchin, 1980; Isreal, Wickens, Chesney, &

Donchin, 1980; Kramer, Sirevaag, & Braune, 1987; Kramer, Wickens, &

Donchin, 1983, 1985; Sirevaag, Kxamer, Coles, & Donchin, 1984; Wickens,

Kramer, Vanasse, & Donchin, 1983). This pattern of changes in P300 ampli-

tude is consistent with predictions of resource models of attentional allocation

(Navon & Gopher, 1979). Thus, it appears that while P300 latency provides

information concerning the mental chronometry of information processing,

P300 amplitude is sensitive to changes in the resource demands of processes.
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The N200 component of the ERP is sensitive to the degree of mismatch

between stimulus events (Naatanen & Gaillard, 1983; Naatanen, Simpson, &

Loveless, 1982; Ritter et al., 1984). In addition to its sensitivity to physical

mismatch, N200s have also been found to be elicited by orthographic, phono-

logical and semantic mismatches (Kramer & Donchin, 1987; Sandquist,

Rohrbaugh, Syndulko, & Lindsley, 1980). Naatanen and Picton (1986) have

suggested that the N200 component is composed of a number of temporally

overlapping subcomponents, some of which are elicited only during controlled

processing (e.g., N2b), and others which are evoked during automatic

processing (e.g., mismatch negativity). In the present study the N200 will be

used to provide an index of the changes in mismatch processing as a function

of the level of automatic processing and dual task demands.

A number of recent studies of automatic processing have used ERPs as

dependent measures. Hoffman, Simmons, and Houck (1983) and Van Dellen,

Brookhuis, Mulder, Okita, and Mulder (1985) employed ERPs to assess

changes in information processing, both in terms of the timing of information

processes as well as their resource demands, during automatic detection.

Subjects searched visual arrays for predefined targets. Several interesting

results were obtained. Both research groups found that in the VM visual

search condition RT and P300 latency increased with larger visual arrays.

However, the RT and P300 latency display size effects were significantly

smaller in the CM than the VM conditions. These results suggest that both

stimulus evaluation and response processes are reduced during automatic

detection. Both groups of investigators also found that P300 amplitudes were

not significantly different in the CM and VM conditions. Within a resource

model framework these results argue that automatic processing does appear to

consume at least one type of perceptual/cognitive processing resource. Fi-

nally, Van Dellen et al. (1985) found that the difference between target and

nontarget ERPs occurred much earlier in the CM than VM condition. These

results were interpreted in terms of more efficient perceptual coding in the CM

task. Kramer, Schneider, Fisk, and Donchin (1986) obtained essentially the

same P300 results in a memory search paradigm. Neither P300 latency nor RT

was influenced by memory set size in the practiced CM conditions. P300

amplitude did not differ in the CM and VM tasks.

Hoffman et al. (1985) employed ERPs, and more specifically the P300, to

provide converging evidence for the role of attentional resources in the

automatic detection task. A Sternberg memory search task was paired with a

dot detection task. Subjects were required to make a detection response for

each task on every trial. Processing priority was manipulated by instructing

subjects to emphasize one or the other task or treat them both equally.

Performance measures and P300 amplitude showed a tradeoff as a function of

processing priority, suggesting that with this particular task combination

processing resources were employed during automatic processing.
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The present study was designed to extend these results in several ways.

First, we have recorded ERPs both during and after extensive practice in CM

and VM memory search tasks in order to track the changes in information

processing that accompany the development of automatic processing. Second,

in addition to the manipulation of memory set size, we have employed a

display size of two items arranged horizontally. This will allow us to examine

the development of automatic processing in both visual and memory search

components of the task. Third, we have employed a concurrent task, which on

the basis of previous research, is predicted to interact selectively with percep-

tual and response but not memory comparison components of the search task.

This will enable us to assess the effects of component specific dual task

demands on the development of automatic processing in the search task.

2. Method

2.1. Subjects

Seven right handed persons (4 male and 3 female), aged 22 to 27 years, were

recruited from the student population at the University of Illinois and paid for

their participation in the study. None of the students had any prior experience

with either of the experimental tasks. All of the subjects had normal or

corrected to normal vision. Each of the subjects participated in the ten

experimental sessions.

2.2. Step tracking and Sternberg tasks

The single axis pursuit step tracking task is illustrated, along with the

Sternberg probes, in fig. 1. The tracking display which consisted of the

computer driven target and the subject controlled cursor was presented on a

Hewlett Packard CRT which was positioned approximately 70 cm from the

subjects. The rectangular target was 1.5 cmx 1.1 cm in size and subtended a

visual angle of 1.2" horizontally and 0.9* vertically. The cursor consisted of

one vertical and two horizontal 0.8 cm lines, and subtended a visual angle of

2.4* horizontally and 0.9* vertically. The target changed its position along

the horizontal axis once every 3 and the subjects' task was to nullify the

position error between the target and cursor. The target could jump anywhere

along the horizontal axis. The magnitude and direction of the jump were

randomly determined on each trial. The cursor was controlled by manipulating

a joystick with the right hand. Single task tracking blocks were comprised of

100 step changes and lasted approximately 5 rain. Although changes in the

spatial position of the target were discrete events, the tracking task was

performed continuously since the subjects were required to constantly
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Fig. 1. A graphic representation of the task configuration. The subjects controlled the cursor in the

tracking task with the right hand and responded to the Sternberg probes with the left hand.

Sternberg probes were presented in the rectangular target. Memory sets were displayed in the
center of the display, directly above the tracking task.

manipulate the joystick to nullify the position error between the target and

cursor. The high gain of the tracking system necessitated constant movement

of the joystick to control the position of the cursor.

The dynamics for the tracking stick were composed of a linear combination

of first order (velocity) and second order (acceleration) components. That is,

the system output, X(t), is represented by the following equation:

X(t)= [(1-a)fu(t) d/]+ [(a) f fu(l) d/],

where u = stick position, t = time and a -- difficulty level.

The task was conducted at two different levels of the system order manipu-

lation: (1) in the first order (velocity) condition a was set to zero while (2) in

the second order (acceleration) condition a was set to 1. Numerous investiga-

tors have validated the increasing difficulty associated with higher order

control (K.ramer et al., 1983; North, 1977; Trumbo, Noble, & Swink, 1967;

Vidulich & Wickens, 1981). Converging evidence employing Sternberg's ad-

ditive factors paradigm indicates that the demands of higher order tracking are

both perceptual and motor in nature, given the requirement to process higher

derivatives of the error signal to maintain stable control (Wickens et al., 1980).

In the Sternberg task, subjects' were instructed to decide if one of two

letters presented on the CRT belonged to a previously memorized set of

letters. A match will henceforth be referred to as a positive trial while a

mismatch will be labeled as a negative trial. Each set of thirty trials began with

a 6 s presentation of a memory set of either two, three of four letters. In the 30

trials that followed the presentation of each memory set, the subjects' task was

to deflect a joystick in one direction if one of the two probe items matched an

item from the memory set and in the opposite direction if neither of the letters

were from the memory set. The joystick was manipulated with the left hand.
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The direction of the deflection of the joystick for the two responses was

counterbalanced across subjects. The two probe items were presented simulta-

neously for a duration of 200 ms. The ISI was 3000 ms. Subjects were given

1500 ms to indicate their response. Responses prior to 150 ms and after 1500

ms following stimulus onset were scored as incorrect. Instructions emphasized

both speed and accuracy.

Two variables served as blocking factors within the Sternberg task. First,

subjects performed the task in both CM and VM conditions. In the CM

condition, targets were always selected from one set of letters (G, J, N, X)
while distractors were selected from another set of letters (P, H, Z, B, F, D, V,

T). In the VM condition both targets and distractors were chosen from the

same set of letters (P, H, Z, B, F, D, V, T). Targets and distractors exchanged

roles over trials in the VM condition. The second blocking factor was the

number of items in the memory set. Subjects performed the task with either

two, three or four memory set items. A third factor, the probability of a

positive or negative trial was fixed at 0.5 in each block. On a positive trial, one

of the items was a target and the other was a distractor. The targets occurred

equally often on the left and fight. On a negative trial, both of the items were

distractors. The Sternberg probes were presented within a rectangular frame

that also served as the target in the tracking task.

In the dual-task blocks, subjects concurrently performed the tracking task

and the Sternberg task. Pursuit step tracking was defined as the primary task.

Thus, in these conditions subjects were required to encode a set of memory

items, respond to the presentation of the probes and minimize tracking error.

Subjects employed the left joystick for their discrete responses in the Sternberg

task and the right joystick for their continuous responses in the tracking task.

Following each block of trials the subjects were informed of their RT and

accuracy in the Sternberg task and the average root mean square (RMS)

tracking error.

The temporal sequence of the trials in the dual-task condition is graphically

illustrated in fig. 2. The sequence proceeded as follows: The subjects began

tracking changes in the spatial position of the target. Two spatial changes in

the target occurred with an ISI of 1.5 s. At this time, the Sternberg memory set

was presented for 6 s in the center of the CRT, above the tracking task.

Following presentation of the memory set, the changes in the spatial position

of the tracking target alternated with the occurrence of the Sternberg probes.

Thus, the ISI between events within each task was 3 s while the ISI between

Sternberg probes and the displacement of the tracking target was 1.5 s. After

the occurrence of 60 events, another memory set was presented, followed by

another 30 Sternberg probes and 30 changes in the position of the target in the

tracking task. Thus, each dual-task block was composed of two different

Sternberg memory sets, 60 presentations of Sternberg probes and 62 changes

in the position of the target in the tracking task. Dual-task blocks lasted



J

A.F. Kramer and D. L Strayer / Development of automatic processing

Memory
Set

13.
0

Dual Task [_.L-I I
!.5 6.0 tee
se¢

Probes

Q

0

.2
8ec

241

e
.D
o

Single Task _.
Sternberg -----J I U _-'_-----

3.0
sec

Q

Single Task _

Tracking I 3.0 I I I l I I I I
sec

Fig. 2. The temporal structure of the tracking and Stcrnberg tasks both separately and together.

approximately 200 s. Subjects continuously performed the tracking task during
each dual task block.

2.3. ERP recording system

Electroencephalographic activity (EEG) was recorded from three midline

sites (Fz, Cz and Pz according to the International 10-20 system: Jasper, 1958)

and referred to linked mastoids. Two ground electrodes were positioned on the

left side of the forehead. Beckman Biopotential electrodes affixed with Grass

paste were used for scalp, mastoid and ground recording. Beckman electrodes,

affixed with adhesive collars, were also placed below and supraorbitally to the

right eye to record electro-oculogram (EOG). Electrode impedances did not
exceed 10 K tJ.

The EEG and EOG were amplified with Van Gogh model 50000 amplifiers

(time constant 10 s and upper half amplitude of 35 Hz, 3dB octave roll-off).

Both EEG and EOG were sampled for 1300 ms, beginning 100 ms prior to

stimulus onset. The data was digitized every 10 ms. ERP's were filtered off line

(- 3dB at 6.29 Hz, 0dB at 14.29Hz) prior to statistical analysis. Evaluation of

each EOG record for eye movements and blinks was conducted off-line. EOG

contamination of EEG traces was compensated for through the use of an eye

movement correction procedure (Gratton, Coles, & Donchin, 1982).
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2.4. Design

A repeated measures, five way factorial design, was employed. The factors

were task level (single task Sternberg, Sternberg with first order tracking, and

Sternberg with second order tracking), the structure of the Sternberg task (CM

or VM), memory set size (2, 3, or 4), session (1 and 10), and the type of

Sternberg trial (positive or negative). The first four variables served as block-

ing factors, the fifth factor was varied within blocks. Subjects also performed

single task tracking blocks with first and second order control dynamics.

2.5. Procedure

Each of the 7 subjects participated in all of the experimental conditions.

Ten experimental sessions, within a 3 week period were required to complete

the experiment. In sessions 1 and 6 through 10, subjects performed two

replications of the dual and four replications of the single task conditions.

Thus, in these sessions subjects completed 24 dual-task blocks comprised of

120 trials each and 32 single task blocks each composed of 60 trials. Dual-task

blocks took approximately 3.5 rain each while single task conditions required

1.5 min each. Subjects were permitted to take brief rest breaks between each of

the blocks and longer breaks whenever necessary. Each of these sessions lasted

approximately 2.5 hours.

In sessions 2 through 5, subjects performed five replications of the six single

task Sternberg conditions (task structure x set size). Thus, during these ses-

sions subjects completed 30 blocks of trials, each requiring approximately 1.5

rain. These sessions lasted 1 hour each. The order of presentation of experi-

mental blocks was counterbalanced across subjects in each of the sessions in a

latin square design. Subjects performed 20,160 Sternberg probe trials over the

ten sessions, 10,080 each in the CM and VM conditions. The tracking task, in

both single and dual-task conditions, was performed for approximately 9

hours.

RT and accuracy measures were recorded in the Sternberg task throughout

the ten sessions. RMS tracking error was recorded in session 1 and 6 through

10. ERPs were recorded during the presentation of the Sternberg probes in the

first and last sessions.

2.6. Data analysis

RT in the Sternberg task was defined as the interval between the ap-

pearance of the probes and the subject's keypress. RMS error in the tracking

task was calculated every 50 ms during single and dual-task conditions. These

data were averaged off-line according to experimental condition.
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The single-trial ERPs acquired during single and dual-task Sternberg per-

formance were averaged separately for each of the experimental conditions in

sessions 1 and 10. Each of the single-subject averages was composed of at least

50 single trial ERPs. The amplitude and latency of the N200 and P300

components were quantified in the following manner. On each single-trial

P300 amplitude was measured as the difference between the maximum positive

deflection between 300 and 900 ms after the presentation of the probes and

the baseline, that was defined as the average voltage recorded over the 100 ms

epoch just preceeding the stimulus array (Coles, Gratton, Kramer, & Miller,

1986). The latency was defined as the time at which the P300 reached its

maximum amplitude. Since the signal to noise ratio for the N200 component is

smaller than that for the P300, the amplitude and latency of the N200 were

measured on the average waveforms for each of the experimental conditions.

The N200 was defined as the maximum negative deflection occurring between

200 and 450 ms post-probe. Due to the enormity of the data base in the

present study, analyses of P300 and N200 measures will be restricted to the Pz

and Cz sites, respectively.

3. Results and discussion

This section is organized in the following manner. First, the results for both

of the single tasks will be presented for the first and last experimental sessions.

This is done to demonstrate that we have replicated the effects of task

structure and practice on measures of performance and to illustrate how

psychophysiological measures can be used to explicate changes in cognitive

processing. Second, we provide a comparison of the results obtained in the

single and dual task conditions, contrasting the transition from single to dual

tasks as well as examining the effects of an increase in the difficulty of the

tracking task on Sternberg performance. Several dependent measures are

examined in both the single and dual-task analyses. These include: RMS error

in the tracking task, reaction time (RT), accuracy, measures of the amplitude

and latency of the N200 and P300 components of the ERP and the RT/P300

ratio in the Sternberg task.

3.1. Single tasks

3.1.1. Performance measures

A five-way repeated measures ANOVA (subjects × session x task structure

x memory set size x response type) was performed on the RT data. Fig. 3

presents in the average RTs for the CM and VM conditions and the three

memory set sizes in sessions 1 and 10. As suggested by the figure, subjects

performed the Sternberg task more quickly in session 10 than they did in
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Fig. 3. Average single task RTs for each of the experimental conditions in sessions 1 and 10.

session 1, F(1,6) = 19.9, p < 0.01. RT was faster in the CM than in the VM

conditions, F(1,6)= 52.0, p < 0.01. The analysis also indicated a significant

three-way interaction among session, task structure, and memory set size,

F(2,12) = 10.5, p < 0.01, suggesting that memory set size did not have an

effect on RT in the CM conditions in session 10. This interpretation of the

three-way interaction was supported by a series of post-hoe comparisons. _ In

session 1, RTs increased as a function of set size for both CM, F(1,6) = 26.7,

p < 0.01, and VM, F(1,6)= 74.8, p < 0.01 conditions. In session 10, after

subjects had received over 20,160 trials of practice, memory set size still

produced a significant effect in the VM conditions, F(1,6)= 76.2, p < 0.01.

However, in the CM conditions, the size of the memory set did not have a

significant effect on RT, p < 0.65. The differences in memory set effects

between CM and VM conditions as a function of practice arc further sup-

ported by the memory set slopes obtained in a series of regression analyses

performed on these conditions. The slopes for the CM positive and negative

conditions in sessions 1 and 10 were 39.6, 43.1, 1.3 and 2.1 ms, respectively.

The slopes for the same VM conditions were 53.6, 71.5, 52.6 and 72.2,

respectively.

The pattern of RTs produced in the CM and VM conditions is consistent

with previous findings and fulfills the "zero slope" criterion for automaticity

(Logan, 1985; Shiffrin, Dumais, & Schneider, 1984; Shiffrin & Schneider,

1977). Even extensive practice does not improve memory-search performance

when subjects arc unable to consistently map stimuli to responses. However,

i All post-hoc comparisons reported in this article are computed with the Bonferroni t-test and

are significant at p < 0.05.
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when subjects are able to consistently map stimuli to responses, performance

improves such that the time required to compare two probes to four items in

memory does not significantly differ from the time required to compare the

probes to two memory set items.

It is important to note that performance does improve in the VM condi-

tions with practice. 2 However, this decrease in RT was in the intercept not

the slope." In the CM conditions both the intercept and memory set size slope

decreased with practice. This observation of decreased RT in the VM condi-

tions is not new. In fact, it has been hypothesized that the improvement in

performance may be attributed to familiarization with the task instructions,

equipment useage, or selection of strategies (Ackerman, 1987) or the automati-

zation of consistent components of the task (Schneider, Dumais, & Shiffrin,

1984). However, at the present time these hypotheses remain untested. One

strategy for examining these differences in performance is to analyze the

changes in RT within the framework of Sternberg's (1966, 1969) additive

factors methodology. Within such a framework the pattern of results obtained

in the present study would suggest that either encoding and/or response

processes become more efficient in both the VM and CM conditions, while the

need for memory comparison processes diminishes in the CM but not in the

VM conditions. The distinction between encoding and response demands will

be addressed by the analysis of P300 latency.

A further decomposition of the changes in processing with practice can also

be provided by an examination of the response type variable. Although we did

not explicity manipulate the number of display comparisons, as has been done

in other investigations of automatic and controlled processing, we did present
the target items on both the right and left side of the frame. On half of the

positive probe trials a memory set item appeared on the left and a distractor

on the right while this arrangement was reversed on the other half of the

positive trials. Since the probes were presented within a 1.9 ° visual angle for

200 ms, it was unlikely that subjects moved their eyes to scan the display for a

target. However, as is apparent from table 1, subjects did appear to shift their

attention from the left to the right when performing in the VM conditions.

Thus, it took subjects 34 ms longer to respond to the target when it appeared

on the right than it did when the target occurred on the left of the frame,

F(1,6) = 6.2, p < 0.05. In the CM conditions, RT was not influenced by the

position of the probe, p > 0.48. It is interesting to note that this relationship

between response type and task structure did not interact with the amount of

practice. This would imply that the rapid and apparently parallel display

processing strategy exhibited in the CM condition developed within the first

2 For the purposes of the present study, we defined the intercept as the average RT obtained in

the memory set size two condition. This was necessary because of the flat slope in the practiced
CM condition.
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Table 1

Means (ms) and standard deviations (sd) for the three different response types in both CM and
VM conditions "

CM VM

NT PL PR biT PL PR

RT 577 519 515 671 584 618

sd 67 51 40 71 50 61

P3001a_ncy 605 547 551 620 570 599

sd 67 47 53 64 54 47

" NT is negative trial, PL is positive left trial, and PR is positive right trial. P300's have been

recorded at PL

1440 trials of practice (session 1), far more quickly than the decrease in the

memory set slope. Negative trials took longer to respond to than positive trials

in both CM and VM conditions, F(2,12) -- 10.22, p < 0.01.

Fig. 4 presents the average error rate for the CM and VM conditions and

the three memory set sizes in sessions 1 and 10. The mean error rate across all

of the experimental conditions was 1.5%. The pattern of results was quite

similar to that obtained for RT. Subjects made significantly more errors when

performing in the VM conditions than they did in the CM conditions,

F(1,6) -- 31.2, p < 0.01. Error rate also increased as a function of memory set

size, F(2,12)= 7.2, p < 0.01. A significant thr¢c-way interaction among ses-

sion x task structure x set size was also obtained, F(2,12) -- 5.8, p < 0.05,

suggesting that subjects' error rate increased as a function of memory load for

both CM and VM conditions in session 1, but only for VM conditions in
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Fig. 4. Average single task error rates for each of the experimental conditions in sessions I and 10.
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session 10. Since higher error rates were associated with longer RTs, these data

suggest that subjects were not trading speed for accuracy while performing the

Sternberg task.

Single task tracking performance was evaluated by calculating RMS error

for each condition and submitting this data to a three-way repeated measures

ANOVA (subjects × sessions × system order). Subjects performed significantly

better with first order dynamics than they did with second order _lynamics,

F(1,6) = 27.5, p < 0.01. Subjects tracking performance also improved with

practice, F(1,6) = 11.85, p < 0.01. The interaction between system order and

session was not significant.

3.1.2. Event-related potentials

The ERPs were recorded to address several issues. First, since the latency of

the P300 component is influenced by the duration of stimulus evaluation

processes but is relatively unaffected by response selection and execution

processes, the joint use of RT and P300 latency was used to decompose the

information processing demands of the Sternberg task as a function of task

structure, practice and dual-task demands. Second, the amplitude of the P300

has been found to vary with the perceptual/cognitive demands of a task.

Therefore, this measure was employed to provide an estimate of the resource

costs of the tasks, both in isolation and when combined in the dual-task

conditions. Finally, since the N200 component provides an index of the

processing of mismatches, we would expect that it will assist us in explicating

the effects of the experimental manipulations on the target/non-target deci-
sion.

Fig. 5 shows the grand average ERPs, recorded at the parietal site, for each

of the single task Sternberg conditions. ERP components are traditionally

defined in terms of their latency relative to a stimulus or response, scalp

distribution, and sensitivity to experimental manipulations (Donchin, 1981;

Kramer, 1985; Sutton & Ruchkin, 1984). The large positive going deflection in

the waveforms became increasingly positive from the Fz to the Pz electrode

site, F(2,12)= 34.2, p < 0.01, and the base to peak measures were maximal

between 350 and 800 ms post-stimulus. Based on these criteria this positive

deflection can be identified as the P300. The negative going deflection preceed-

ing the P300 increased in negativity from the parietal to frontal site, F(2,12) =

22.4, p < 0.01, and was maximal in amplitude between 200 and 400 ms

post-stimulus. This component will be referred to as the N200.

P300 component

The mean P300 latency values obtained in each of the single task conditions

are presented in fig. 6. The pattern of latencies in the positive VM conditions

is quite similar to that found for RT. The latency of the P300 increases as a

function of memory set size in both sessions 1 and 10. The pattern of P300
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Fig. 6. Average single task P300 latencies recorded at Pz for each of the experimental conditions in
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latencies obtained in the positive CM condition is also quite similar to the

pattern of RTs. In session 1, P300 latency increased from the set size 2 to set

size 3 condition. In session 10, the effect of memory set size on P300 latency
was greatly reduced.

These differences were quantified in a five-way repeated measures ANOVA

(subjects × session x task structure x memory set size x response type). As

suggested by the figure, P300 latency was significantly shorter in the CM

conditions than it was in the VM conditions, F(1,6)= 27.1, p < 0.01. A

significant interaction between session, tasks structure and memory set size

suggests that the memory set slope in the CM condition decreased from the

first to the last session while the slope obtained in the VM conditions was not

influenced by practice, F(2,12)= 4.9, p < 0.05. This interpretation of the

three-way interaction was supported by a series of post-hoc comparisons.

Significant memory set effects were obtained for the CM condition in session

1 and the VM conditions in sessions 1 and 10, p < 0.05. The memory set effect

was not significant for the CM condition in session 10, p > 0.70. The slopes
for the CM positive conditions in sessions 1 and 10 were 14.6 and 0.28. For

the VM conditions the slopes were 22.6 and 27.2.

The pattern of P300 latencies in the positive CM and VM conditions is

consistent both with the pattern of RT results obtained in the present study

and the reduced P300 slopes found in practiced CM conditions in previous

studies (Hoffman et al., 1985; Hoffman, Simmons, & Houck, 1983; Kramer et

al., 1986). It is interesting to note, however, that even in session 1 the slope in

the CM condition is flat at the higher memory set sizes. This finding is

consistent with phase 2 processing in Schneider's (1985) model of automatic-
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ity. In phase 2 of the model, automatic and control processes co-occur and the

relatively weak automatic processing finishes before controlled processing only

when many controlled processing comparisons must be made. Thus, there

should be a flattening of the slope for the higher memory set sizes. The finding

that P300 latency and not RT shows this flattening early in practice suggests

that the component of stimulus evaluation processing influenced by the

memory load manipulation becomes automated prior to the components of

response related processing that are affected by memory load (Marcel, 1976).

Evidence for additional differences in processing as a function of task

structure is provided in table 1. Consistent with the pattern of RT's, P300s

elicited by the VM targets presented on the left side of the display were 29 ms

faster than those elicited by targets presented on the right side of the display,

F(1,6) -- 0.14, p < 0.01. However, the P300s elicited in the CM conditions

were uninfluenced by the position of the target in the display, p > 0.35. The

relationship between response type attd task structure did not interact with the

amount of practice. Thus, the P300 results when viewed in conjunction with

RT suggest that the probes were processed in parallel in the CM conditions

while in the VM conditions it appears that subjects serially processed the two

items. Furthermore, since the magnitude of the differences in RT and P300

latency were essentially the same in the VM conditions, the serial processing

strategy cannot be attributed to differences in response criterion. In both VM

and CM conditions negative trials elicited later P300s than positive trials,

F(2,12) =_ 7.2, p < 0.01.

An analysis of the performance data indicated that the RT intercept for the

memory set size function significantly decreased for both the CM and VM

conditions from session 1 to 10. Within the framework of Sternberg's additive

factors logic this suggests more efficient utilization of either encoding and/or

response processes. Given that P300 latency is primarily sensitive to stimulus

evaluation processes, the joint examination of RT and P300 latency intercepts

can aid in the localization of this practice effect. The P300 latency intercept

was uninfluenced by the level of practice, p > 0.50). This pattern of results

suggests that the reduced RT intercepts obtained in the CM and VM condi-

tions after practice can be attributed to a reduction in the time required to

complete response processes.

Although the P300 latencies elicited by the target stimuli were consistent

with the pattern of RTs, the negative or non-target P300s showed a different

pattern of results (see fig. 6). A significant four-way interaction among session,

task structure, memory set size and response type, F(4,24)= 11.2, p < 0.01,

suggested that the memory set effect was diminished in the negative condi-

tions. Post-hoc comparisons supported this observation. The memory set effect

was not significant in any of the negative conditions. The diminished memory

set effect in negative conditions has also been found in other studies (Adam &

Collins, 1978; Strayer et al., 1987; Van Dellen et al., 1985). This insensitivity
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Fig. 7. Average single task RT/P300 ratios for each of the experimental conditions in sessions l
and 10.

of P300 latency to the set size manipulation may be the result of a deadline

strategy in the negative conditions.

The differences among the mean P300 amplitudes obtained in each of the

single task conditions were quantified in a five-way repeated measures ANOVA

(subjects × sessions × response type × memory set size × task structure). Con-

sistent with previous studies (Ford, Mohs, Pfefferbaum, & Kopell, 1980;

Hoffman et al., 1983; K.ramer et al., 1986), The P300s elicited by the targets

were significantly larger than P300s elicited by non-targets, F(2,12)= 18.2,

p < 0.01. No other main effects or interactions were significant.

RT/ P300 ratio

A single trial ratio of RT to P300 latency was computed to determine

changes in the relative proportion of post-stimulus evaluation processing

during learning. Fig. 7 presents the mean RT/P300 ratios for each of the

single task conditions. A reference value in the figure is the solid horizontal

line drawn at the RT/P300 ratio of 1. This ratio reflects the co-occurrence in

time of the P300 peak latency and the RT response. Values larger than 1

indicate that RT was preceeded by P300 while values less than 1 indicate that
P300 followed RT.

The effects of experimental manipulations on the RT/P300 ratio were

quantified in a five-way repeated measures ANOVA (subjects × session × task

structure × memory set size × response type). As suggested by fig. 7, the

RT/P300 ratio decreased with practice in both the CM and VM conditions,

F(1,6)--37.9, p < 0.01. In the CM and VM conditions in session 1 the

RT/P300 ratios were equal to or greater than 1. However, in session 10 all of
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the CM conditions and the smaller set sizes in the VM conditions produced

ratios of less than 1. A significant two-way interaction between session and

task structure, F(1,6)= 35.0, p < 0.01, indicated that the reduction in the

RT/P300 ratio was larger in the CM than the VM conditions. These results

have several important implications. First, they suggest that the extraction of

perceptual information becomes more efficient following practice. Subjects are

capable of emitting faster and more accurate responses on the basis of less

evaluation of the stimulus array. Second, the smaller RT/P300 ratios in the

practiced CM conditions suggest that the process of information extraction is

most efficient following consistent training. LaBerge (1981) has described this

process of efficient perceptual encoding as within-system automaticity.

A significant effect of response type indicated that non-targets required

more post-stimuhis evaluation processing than targets, F(1,6) = 38.4, p < 0.01.

However, the difference between targets and non-targets decreased with

practice, especially in the CM condition, F(1,6) = 7.2, p < 0.05. A decrease in

RT/P300 ratio memory set size effect was also obtained when subjects

received substantial practice on the task, F(2,12)= 9.6, p < 0.01. The in-

creased RT/P300 ratio with larger set sizes and non-targets has previously

been described in terms of the resolution of uncertainty that results from a

re-checking of memory. It has been asserted that this process of re-checking

occurs subsequent to the elicitation of P300 and therefore results in a lengthen-

ing of RT in the absence of changes in P300 latency (Ford et al., 1979).

Assuming that such a re-checking process occurs, our results indicate that

practice, and especially practice that leads to the development of automaticity,

reduces the uncertainty of the memory comparison process (see also Kramer et

al., 1986).

N200 component
The mean N200 latency and amplitude values recorded at CZ were quanti-

fied in five-way repeated measures ANOVAs (subjects × sessions × response

type × task structure × memory set size). The N200s elicited by the non-targets

were significantly larger than the N200s elicited by the targets, F(1,6)= 6.4,

p < 0.05. This result is consistent with a large body of literature which has

found that N200s are larger for mismatches than they are for matches

(Naatanen & Gaillard, 1983; Naatanen et al., 1982; Ritter et al., 1984). The

only other significant effect for N200 amplitude was session, F(1,6)= 13.8,

p < 0.01. N200s were larger in session 10 than they were in session 1. This

effect may be attributed to a reduction in the latency variability of subjects'

performance and ERP components with extended practice on the Sternberg

task. It is interesting to note that task structure did not influence the

amplitude of the N200s elicited by the stimuli. Thus, consistent with previous

findings (Kramer et al., 1986) this pattern of results suggests that the mis-

match detection processes reflected by N200 do not differ in automatic and

nonautomatic tasks. No significant effects were obtained for N200 latency.
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Fig. 8. Average Sternberg RTs for each of the dual first order experimental conditions in sessions
1 and 10.

3.2. Dual-task interactions

The results presented in this section will provide a comparison of perfor-

mance measures and ERP components obtained in the single and dual task

conditions, contrasting the transition from single to dual tasks as well as

examining the effects of an increase in the difficulty of the tracking task on

Sternberg performance. Since the previous section has already dealt with the

significant effects obtained within the single tasks, the current section will be

confined to a presentation of those effects that interact with task level (e.g.,

single task, dual task easy tracking, dual task difficult tracking). This section

will be organized in the same format as the single task section. Analyses will

include Sternberg RT and error data, RaMS tracking error, measures of the

amplitude and latency of the P300 and N200 components and the RT/P300

ratio in the Sternberg task.

3.2.1. Performance measures

Figs. 8 and 9 present the mean RTs obtained in the Sternberg task when

performed in conjunction with the first order and second order versions of the

Step Tracking task. The pattern of RTs obtained in the dual task conditions

are quite similar to that obtained in the single task Sternberg condition. RTs
increased with set size for the VM and CM conditions in session 1 and the VM

conditions in session 10. Decreases in the intercept of the set size function can

be observed for both the CM and VM conditions with practice. The RTs for

the nontarget responses were longer than those for the target responses.
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A six-way repeated measures ANOVA (subjects x task level x session × task

structure × memory set size × response type) was performed on the RT data.

A significant main effect was obtained for task level, F(2,12) = 4.5, p < 0.05.

Post-hoe comparisons indicated that RT increased both with the introduction

of the tracking task and with an increase in its difficulty, ps < 0.05. A

significant interaction between task level and memory set size was also

obtained, F(4,24) = 4.9, p < 0.01. Post-hoe comparisons indicated that the

interaction was due to the reduction in memory set slope from the first to the

second order tracking condition.

The finding of an increase in RT with the introduction of the tracking task

and an increase in its difficulty when viewed in conjunction with the decrease

in the memory set slope from the first to the second order dual task conditions

suggests that the main effect of task level may be due to an increase in the

memory set intercept. This hypothesis was confLrmed by an analysis of the

memory set intercepts. The intercept increased significantly from the single
task to the dual first order condition as well as from the dual first order to the

dual second order condition, ps < 0.05. Thus, consistent with previous find-

ings the locus of the interaction of the two tasks appears to be during either

encoding and/or response selection (Trumbo et al., 1967; Vidulich & Wick-

¢ns, 1981; Wickens et al., 1980). An analysis of P300 latency wiU allow us to

distinguish between an encoding and response demand interpretation of this
effect.

The lack of an interaction of task level with the structure of the task (CM

and VM conditions) and the amount of practice underscores the importance of
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Table 2,

Mean error rates for all of the dual task Sternberg conditions *

255

Memory CM VM
set size

Dual first Dual second Dual first Dual second

S1 $2 S1 $2 S1 $2 S1 $2

T_ge_

Setsi_2 1.0 0.6 1.2 1.0 1.9 1.6 2.6 1.7

Sets_3 1.4 0.7 1.4 1.2 2.4 2.3 2.5 2.3
Sets_4 1.4 0.4 1.5 0.8 3.6 2.2 3.7 2.3

Non-t_gets

Sets_e2 0.9 0.7 2.2 1.0 1.1 0.8 4.7 1.8
Sets_ 3 1.6 0.7 2.2 1.1 3.4 1.5 5.0 2.1

_tsi_4 2.0 1.4 3.1 1.2 6.1 1.4 6.2 2.5

* $1 is session 1, $2 is session 10

a careful task analysis. Thus, even after 20,000 trials of practice and the

attainment of the "zero slope" criterion of automaticity, subjects' response

speed in the CM and VM conditions was similarly affected by dual task

manipulations. This pattern of results provides additional support for the

assertion that it is not tasks that become automatic but instead task compo-

nents or processes (Jonides, Naveh-Benjamin, & Palmer, 1985; Logan, 1985;
Shiffrin et al., 1984).

The memory comparison process reflected by the memory set slope was not

adversely affected by the introduction of the tracking task or an increase in its

difficulty. In fact, an underadditive interaction between memory set size and

task level was obtained suggesting an increased overlap in the memory
comparison and response processes in the difficult dual task conditions

(Pashler, 1984; Stanovich & PacheUa, 1977). Thus, in the present study the use

of dual task methodology has allowed us to localize the development of

automaticity to specific task components (see also Logan, 1978, 1979).

Table 2 presents the average error rate for the dual task Sternberg condi-

tions. The pattern of errors is quite similar to that obtained in the single task

conditions. Errors increased with memory set size while decreasing with

practice. A main effect of task level was obtained, F(2,12)--8.0, p < 0.01.
Post-hoc comparisons indicated that the error rate increased with the introduc-

tion of the tracking task and an increase in its difficulty, ps < 0.05. A

significant two-way interaction between task level and session, F(2,12) -- 11.6,

p < 0.01, indicated that the task level difference decreased as subjects received
practice on the task.

The pattern of RMS error in the tracking task was similar to that obtained

in the single task condition. Subjects performed better with first order dy-

namics than they did with second order dynamics. RMS error diminished with
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practice. Tracking performance was unaffected by the transition from single to

dual task conditions and the levels of memory load in the Sternberg task.

Thus, subjects protected their "primary" task performance at the expense of

their performance on the "' secondary" task. This pattern of results is necessary

in order to interpret secondary task decrements (Sternberg task) in terms of

primary task (tracking task) demands (Wickens, 1984).

3.2.2. Event-related potentials

The grand average ERPs recorded at Pz in the dual task conditions are

presented in figs. 10 and 11. Visual inspection of the waveforms suggests that

the dual task ERPs are similar in morphology to those elicited in the single

task conditions. The waveforms are characterized by a series of negative and

positive peaks with a large amplitude positivity occurring in the range of 450

to 700 ms post-stimulus. The scalp distribution of the N200 and P300

components was also equivalent to that obtained in the single task conditions.

The N200 increased in negativity from the parietal to the frontal site while the

P300 became increasingly positive from the frontal to the parietal site.

P 300 component

The mean P300 latencies obtained at the Pz recording site in each of the

dual task conditions are presented in table 3. As can be seen by a comparison

of the table with the single task P300 latencies in fig. 6, the single task effects

of task structure, memory set size, practice, and response type are also found

in the dual task conditions. The only significant effect of task level was an

increase in the intercept of the memory set function from the single task

Sternberg condition to the dual task condition, F(2,12)--3.9, p < 0.05. The

intercept did not increase further when the difficulty of the tracking task was

increased from first to second order control dynamics. These results serve to

clarify the locus of the increase in the RT intercept with the introduction of

the tracking task and an increase in its difficulty. Given that P300 latency is

sensitive to factors that influence stimulus evaluation processes and relatively

insensitive to response factors, the pattern of P300 latency and RT results

suggest that the imposition of the tracking task influenced both encoding and

response processes while the increase in tracking difficulty had its primary

effect on response processes.

An analysis of P300 amplitudes was undertaken to determine the degree to

which the demands placed upon the subjects by the imposition of the tracking

task and an increase in its difficulty would be reflected in the resources

allocated to the Sternberg task. P300s elicited in the Sternberg task prior to

extensive practice decreased in amplitude with the introduction of the tracking

task and an increase in its difficulty, 1;'(2,12) = 9.4, p < 0.01. However, P300

amplitude was not influenced by task level after 25 hours of practice on the

single and dual tasks. These results, interpreted within a resource theory
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Sternberg conditions in sessions 1 and 10.
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Second Order - Positive Stimuli
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Table 3

Mean P300 latencies at Pz (ms) for all of the dual task Sternberg conditions •

259

Memory CM VM

set size
Dual first Dual second

S1 $2 S1 $2

Dual first Dual second

S1 $2 S1 $2

Targets

Set size 2 555 553 559 547 586 605 587 585

Set size 3 597 555 600 558 606 621 605 610

Set size 4 604 564 605 554 639 645 627 630

Non-targets

Set size 2 618 615 642 610 624 640 606 636

Set size 3 636 627 644 626 630 666 620 665

set size 4 641 627 637 629 638 681 648 673

a S1 is session 1, $2 is session 10.

framework, suggest that the resource requirements of the tracking task de-

creased with extensive practice such that the resource demands reflected by

P300 amplitude were equivalent in the first and second order tracking condi-
tions.

At first glance this interpretation may seem to be at odds with the finding

that although tracking performance improved with practice, RMS error was

still significantly larger for the second order than it was for the first order

condition after practice. However, previous analyses of the resource require-

ments of system order manipulations have indicated that they consume both

perceptual and response related resources (Trumbo et al., 1967; Vidulich &

Table 4

Mean RT/P300 ratios for all of the dual task Sternberg conditions a

Memory CM VM

set size
Dual first Dual second Dual first Dual second

$1 $2 $1 $2 S1 $2 S1 $2

Targets

Set size 2 1.04 0.88 1.06 0.93 1.04 0.89 1.14 0.98

Set size 3 0.99 0.85 1.08 0.94 1.12 0.92 1.18 1.00

Set size 4 1.12 0.91 1.09 0.96 1.17 0.99 1.22 1.05

Non-targets

Set size 2 1.04 0.87 1.13 0.90 1.12 0.92 1.23 1.01

Set size 3 1.08 0.88 1.18 0.93 1.25 0.96 1.29 1.05

Set size 4 1.25 0.88 1.24 0.94 1.40 1.11 1.36 1.08

• S1 is session 1, $2 is session 10.
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Wickens, 1981). Thus, the pattern of RMS error and P300 amplitude suggests

that although the response related demands of the tracking task may have

remained relatively constant over practice, the perceptual demands have

diminished (see Kramer et al., 1983 for further support).

RT/ P300 ratio

The mean RT/P300 ratios obtained in the dual task conditions are pre-

sented in table 4. As can be seen from the table, the major effects obtained in

the single task conditions were replicated in the dual task conditions. RT/P300

ratio decreased with practice for both CM and VM tasks, although this effect

was largest in the CM conditions. The ratios were larger for the nontargets

than they were for the targets especially in the VM conditions. A significant

two-way interaction between task level and session was obtained, F(2,12)ffi

10.3, p < 0.01. Post-hoc comparisons indicated that this effect could be

attributed to an increase in the RT/P300 ratio in the second order conditions.

Thus, the RT/P300 ratios recorded on the single trials are consistent with the

pattern of results obtained for the mean RT's and P300 latencies. Both sets of

analyses suggest that the time required for response processes increased in the
difficult dual task condition.

N200 component

The only significant single/dual task effect for the N200 component was a

main effect of task level, F(2,12)= 12.2, p < 0.01. Post-hoc comparisons

indicated that this was due to a reduced N200 amplitude in the second order

conditions. Since this is the condition in which P300 amplitude was also

smallest it is conceivable that the reduction in N200 amplitude was due to

increased latency variability in this condition. Although it was impossible to

evaluate the latency variability of the N200 since measures of its amplitude

and latency were obtained from averages, an analysis of both P300 and RT

single trial measures indicated an increased latency variability in the second
order conditions.

4. Condgsions

The present study had two main goals; to elucidate the acquisition rates of

several of the properties of automatic processing, and to examine the degree to

which automatic processing can be localized to particular components of the

search task. These questions were addressed by a combined methodological

approach which included ERP components, dual-task manipulations and

additive factors logic.

Schneider's (1985) recent extension of the two-process theory of automatic

and controlled processing (Schneider & Shiffrin, 1977; Shiffrin & Schneider,
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1977) can be used as a framework in which to evaluate the changes in

processing obtained in the present study as a function of practice, task

structure and dual task demands. The first phase of the model is characterized

by the effect of memory and visual display load on performance in the search

task. Controlled processing is proposed to account for these effects. Since VM

search tasks do not have a consistent relation between stimuli and responses,

their performance is predicted to remain at this level even with substantial

training. Performance in the VM condition in the current study is consistent

with the characteristics of phase one. Even after 20,000 trials of practice,

memory comparison and display search performance had not improved in the

VM conditions. RT and P300 latency increased with memory set size and the

display position of the target.

In phase two, controlled and automatic processing are proposed to co-occur

with performance being a mixture of the two processing modes. It is argued

that this phase occurs shortly after the introduction of consistent practice and

is characterized by a flattening of the memory load function for the higher set

sizes and the occurrence of the "pop out" effect in visual search. The

reduction in the memory set slope at the larger set sizes is accounted for by

postulating that the relatively weak automatic processing finishes before the

controlled processing when many controlled processing comparisons must be

made. It is suggested that the pop out effect or parallel processing of the visual

array is due to the tuning of a perceptual filter for the consistently mapped

targets (see also Hoffman, 1979; LaBerge, 1981). Evidence for both of these

performance characteristics have been obtained early in training in the present

study. It is interesting to note, however, that the decreased memory load slope

for the higher set sizes was obtained for P300 latency but not RT during the

first 1440 trials of practice. An analysis of data collected subsequent to the

first session of training indicated that RT displayed the same change in slope

after approximately 3,000 trials. This pattern of results suggests that the

components of stimulus evaluation processing influenced by the memory load

manipulation become automated at a faster rate than the components of

response related processing that are affected by memory load. Thus, P300

latency may serve as an early marker of the automation of stimulus evaluation

processing.

In addition to obtaining the reduced memory set slope in the CM condi-

tions early in training, we also obtained evidence that is consistent with the

previously reported pop out effect in visual search (Logan, 1985; Shiffrin &

Dumais, 1981). In our display, targets could appear in either the right or left

side of the frame. In the VM conditions subjects' RT and P300 latency was

significantly longer when the target occurred on the right than when it was

presented on the left side of the frame (34 and 29 ms differences for RT and

P300, respectively). However, even in the first session RT and P300 latency

did not differ as a function of whether the target occurred on the left or the
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right in the CM conditions. This pattern of results was uninfluenced by dual

task demands or additional practice. Thus, consistent with Schneider's (1985)

model it appears that rapid and apparently parallel display processing devel-

ops early in training in CM conditions.

With additional consistent practice, performance is predicted to transition

from phase 2 to phase 3. The third phase is characterized by a lack of effect of

memory load on performance (i.e., zero slope). It is asserted that the sequen-

tial operations of controlled processing are no longer necessary. However,

subjects still allocate attention to perform that task. The zero slopes obtained

for RT and P300 latency in session ten are consistent with the transitions

predicted by Schneider's model. Although we did not record ERPs in sessions

2 through 9, it would appear, based upon the reduced P300 latency slopes for

the larger set sizes in session 1, that the P300 latency slope may have attained

the zero slope criterion prior to RT. Further research will be required to test

this hypothesis.

In addition to attaining the zero slope criterion after substantial con-

sistently mapped practice, we also found another interesting effect no predic-

ted by Schneider's model. RT/P300 ratios were significantly smaller in session

10 than they were in session 1, suggesting that subjects' emitted fast and

accurate responses with less evaluation of the stimulus array after substantial

practice on the search task (see also Van Dellen et al., 1985). It is interesting to

note that although this reduction in RT/P300 ratio was larger in the CM

condition, the reduction was also significant in the VM condition. Therefore, it

appears that subjects become more efficient at extracting the relevant informa-

tion from a visual display with practice. In some sense it is not surprising that

this process improved for both CM and VM search tasks. The VM task is not

inconsistent in all of its components, only stimulus-response mapping changes
'over trials. Thus, even in the VM task a limited set of items occurs in fixed

positions on the display. It appears that this level of consistency is sufficient to

enhance the process of information extraction, although additional consistency

in the form of stimulus-response mapping results in added perceptual ef-

ficiency.

It is important to note that this improved efficiency in information extrac-

tion appears to differ in several respects from the parallel display processing

manifested in session one. First, the RT/P300 ratio effect was obtained in the

CM and VM conditions while the parallel processing effect was obtained in

the CM but not the VM conditions. Second, the parallel processing effect

occurred early in practice while the changes in RT/P300 ratio were coincident

with the zero memory set slope. Finally, the RT/P300 ratio was influenced by

dual task demands while the parallel processing effect was insensitive to the

introduction of the tracking effect as well as an increase in tracking difficulty.

This pattern of results suggests that the improved processing efficiency mani-

fested by the decreased RT/P300 ratio develops gradually and remains a
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limited-capacity process, at least within the level of training received in the

present study. Further research will be necessary to determine whether this

process becomes less sensitive to dual task demands with additional training.

Phase four processing occurs when automatic processing has developed

sufficiently such that neither attention nor controlled processing is necessary.

This phase is characterized by a resistance to dual task demands (i.e., perfect

time sharing criterion). It has been asserted that, "consistently mapped train-

ing appears to be a necessary condition for improvements in the subjects'

ability to timeshare tasks" (Schneider & Fisk, 1982, p. 161). However, al-

though consistently mapped training may be a necessary condition for im-

proved timesharing it is not sufficient. For example, Schneider (1985) has

qualified the conditions under which transitions occur from phase 3 to phase 4

processing by stating that, "Phase 4 processing may not operate effectively if
stimuli are severely degraded" (p. 489).

In the present study we have extended the line of research which suggests

that automatic processing develops for task components rather than tasks

(Jonides et al., 1985; Logan, 1985) by showing that even after 20,000 trials of

practice with two supra-threshold tasks, dual task performance decrements in

the form of increased memory set intercepts were the same for VM and CM

conditions. The dual task interactions were predicted on the basis of previous

data that have suggested that the processing demands of the tracking task and

the memory comparison process do not overlap (Wickens et al., 1980). Thus,

the spare processing capacity liberated by the automation of the comparison

process would not be predicted to be of benefit to the processing performed in

the tracking task (Wickens, 1980). It is interesting to note that we found

perfect timesharing performance of the CM but not the VM search task with a

recognition running memory task after the same amount of practice that

subjects received in the present study (Kxamer & Strayer, 1987b). Therefore, it

cannot be argued that subjects were given insufficient training to achieve
phase four processing in this study. Instead, this pattern of results would seem

to argue for the inclusion of an additional qualification on the transition from

phase 3 or capacity-limited to phase 4 or capacity-free processing. This

transition appears to be limited (a) to task combinations in which the capacity

liberated by the automatic processing may be used by the concurrent task -

the Multiple Resource view of processing resources, and (b) the task stimuli

must be presented at supra-threshold levels (Hoffman et al., 1983; Hoffman et
al., 1985).
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This study provides a fine-grained analysis of the age-related
differences in the acquisition of automatic processing. Following

consistent mapping (CM) training, young subjects develop automatic

processing. While elderly subjects improve under CM training
conditions, this is not due to the development of automatic

processing, but to a reduction in response-related processing. Older
subjects adopted a more conservative response bias than the young,

which may interfere with the development of automaticity.

One of the most ubiquitous age-related changes in performance is the

slowing of behavior with senescence. However, automatic skills which are

acquired in young adulthood appear to be resistant to these decrements (Casey et
al., 1987). Several investigators have sought to determine if the elderly can

develop automatic processing skills and thereby eliminate the age-related

decrements in performance. Studies which have addressed this issue have found

that the elderly generally do not attain the same level of asymptotic

performance in tasks that require automatic processing, nor do they improve at
the same rate as young adults (e.g., Madden & Nebes, 1980; Nobel et al., 1964;

Plude et al., 1983).

The purpose of this study is to provide a fine-grained analysis of the age-
related differences in the development of automaticity. We will employ the

converging methodologies of additive factors logic and the P300 component of the
Event-Related Brain Potential (ERP) to localize the changes in information

processing with practice and S-R mapping. Several lines of converging evidence

suggest that the latency of the P300 component is sensitive to stimulus
evaluation processes, but relatively insensitive to response-related processes

(e.g., Magliero et al., 1984). Since a major portion of the slowing with age
has been localized to response-related processing (Strayer et al. 1987), we seek
to determine the extent to which automatic processing can bypass this

information processing bottleneck. We further ask whether the stimulus

evaluation processes can be automated in the elderly.

Method

Subjects

Eight young (mean age = 20.6, sd=l.5 ) and eight elderly (mean age = 73.1,

sd=6.7) subjects participated in the experiment. All subjects had normal or
corrected-to-normal vision and were in good health. Subjects were paid for

their participation.

Procedure

Subjects performed a variant of the Sternberg memory search task (1966)
under both consistent mapping (CM) and varied mapping (VM) conditions. Each

block of trials consisted of a memory set presented for 3 seconds, followed by

30 probe trials. On each trial two probe letters were simultaneously presented
within 1.5 degrees of visual angle. Subjects were instructed to press one
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button if either of the probes was a member of the memory set and press another

button if neither probe was a member of the memory set. The experiment was
conducted in four sessions (days), resulting in 5760 CM trials and 5760 VM
trials.

ERP Recordinqs

In sessions one and four, EEG was recorded from Fz, Cz, and Pz sites. EEG

and EOG were sampled every 10 msec for 1300 msec, beginning 100 msec prior to
stimulus onset. EOG artifacts were corrected off-line. Single trial estimates

of P300 latency were derived using a peak picking algorithm at the Pz electrode

within a window from 300 to 1150 msec. Average ERPs were generated for each

experimental condition. Each subject contributed a maximum of 360 trials to

each average.

Results

Our analyses will focus on the first and last sessions of practice. The

design is a 2 (age: young vs old) X 2 (session: first vs last) X 2 (mapping: CM

vs VM) X 2 (set size: 2 vs 4) X 2 (response type: target vs distractor)

split-plot factorial. The results will be hierarchically organized. Within each

dependent measure we will examine the effects of practice and S-R mapping,
followed by an analysis of age-related differences in these effects. For all

analyses, a significance level of .05 is adopted.

Reaction Time

Table I presents mean reaction time to targets as a function of age,

session, mapping, and set size. The linear regression slopes for memory set

size are also presented.

Table I

S-R Mapping: CM VM
Memory Set Size: 2 4 Slope 2 4 Slope

Young Session 1 469 533 31.9 494 630 68.2
Session 4 414 434 9.9 454 572 58.B

Old Session I 652 737 42.8 685 804 59.2

Session 4 558 597 19.2 619 752 66.6

Reaction time decreased with practice F(I,14)=19.1, was shorter for CM than

for VM conditions F(I,14)=114.9, and increased as a function of set size at a
greater rate in VM conditions than in CM conditions F(1,14)=61.0. The
difference between CM and VM conditions increased from session I to session 4,

F(1 14)=17.0, as did the CM and VM difference as a function of memory set size,
F(1_14)=10.3. In addition, reaction time was shorter for targets than for

distractors, F(1,14)=113.9.

Elderly responded more slowly than young, F(1,14)=19.5. Both groups
improved with practice. The absolute level of reduction in the memory slope for
CM conditions was equivalent; however, the ratio of CM slopes in session I vs

session 4 revealed a greater proportional reduction for the young (3.22) than

for the elderly (2.23). Furthermore, the ratio of VM to CM slopes in session 4

was larger for the young (5.94) than for the elderly (3.47). This reflects
differences in asymptotic levels of performance. The session 4 CM slopes of the

elderly were twice the slopes of the young.
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Detection Sensitivity

The non-parametric measure A' was adopted to determine changes in detection
sensitivity. A' ranges from .50 for chance accuracy to 1.0 for perfect

detection accuracy. A' was quite high throughout the experiment, ranging from
.86 to .99. A' decreased as a function of set size, F(1,14)=94.9, and was

larger for CM than VM conditions, F(I,14)=i00.0; however, the decrease in A' as
a function of set size was larger for VM than CM conditions, F(I,14)=41.7. A'

also increased from session 1 to session 4, F(I,14)=30.3, and this was more
evident for VM than CM conditions, F(1,14)=4.45. This interaction is probably

due to a ceiling effect for CM conditions, since initial A' values were quite

high.

A' increased from session 1 to session 4 more for the elderly than for the

young, F(I,14)=7.7, reflecting poorer detection sensitivity for the elderly

early in training and greater detection sensitivity for the elderly following

training. Furthermore, elderly were more affected by S-R mapping, F(I,14)=6.5,

and by set size, F(1,14)=7.3, than the young. These latter effects are heavily
influenced by VM performance in session 1, where memory set size produced its

greatest effect on the elderly.

Response Bias

The non-parametric measure B" was used to assess subjects' response bias.

Larger values of B" reflect a more conservative response bias. In session I,

subjects adopted a more conservative response bias for CM than VM conditions;
however, in session 4 the subjects responded more conservatively in VM

conditions, F(1,14)=15.5. In addition, B" decreased with increasing memory set
size for VM conditions, but not for CM conditions, F(1,14)=12.9, indicating that

subjects adopted a more risky response strategy to compensate for the more
difficult VM condition.

Elderly responded more conservatively than young, F(1,14)=6.2. Furthermore,

young subjects became less conservative with practice, but elderly subjects
became more conservative following practice, F(1,14)=4.53. Elderly also tended

to respond more conservatively in CM conditions than VM conditions, while young

subjects tended to respond more conservatively in VM conditions than in CM

conditions, F(1,14)=6.6. This was coupled with a tendency of the elderly to
become more conservative as memory set size increased in CM conditions,

F(I,14)=9.2.

P300 Latency

Table 2 presents mean P300 latency to targets as a function of age,

session, mapping, and set size. The linear regression slopes for memory set

size are also presented.
Table 2

S-R Mapping: CM VM

Memory Set Size: 2 4 Slope 2 4 Slope

Young Session I 590 654 32.1 614 697 41.5
Session 4 610 621 5.6 611 707 47.8

01d Session I 708 738 14.7 708 754 23.0

Session 4 631 654 11.6 678 738 29.6
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P300 latency increased with set size, F(1,14)=80.1; however, the effect was

greater for VM than CM conditions, _(1,14)=13.2, particularly in session 4,

_(1,14)=6.1. P300 latency was shorter for CM than VM conditions, F(1,14)=23.8,
and this was more pronounced in session 4, F(I,14)=16.1. In addition, P300
latency was shorter for targets than distractors, F(I,14)=93.7.

P300 latency was shorter for young than elderly, F(I,14)=8.5. However, the

effect of memory set size was greater for the young than for the elderly,

F(1,14)=8.3. Furthermore, there were differential effects of mapping, response
type, and session for young and elderly, F(1,14)=8.5, and mapping and set size,

F(1,14)=5.0. For the young, the effect of memory set size produced equivalent
effects on P300 latency for CM and VM conditions in session I, but in session 4

the memory set size effect was substantially reduced in the CM condition. In

contrast, the effects of memory set size were relatively constant across session

for both CM and VM conditions for the elderly. The improvement with practice

can be illustrated by comparing the ratio of the CM slopes in session 1 and 4

for the two age groups. The CM sessionl/session4 ratio for young was 5.73 and

1.27 for elderly.

RT/P300 Ratio

A single-trial ratio of RT to P300 latency was calculated to determine the

proportion of stimulus evaluation accomplished at the moment of response in each
condition. A ratio of 1.0 indicates that the RT response and peak of the P300

co-occurred. Ratios less than 1.0 indicate that the response preceeded P300

latency and ratios greater than 1.0 indicate that the response followed P300

latency. Previous research suggested that a large portion of the age-related
slowing is due to response-related processing (Strayer et al., 1987). This

analysis was conducted to determine if post-stimulus evaluation processing was

reduced following consistent practice in the elderly.

The RT/P300 ratio decreased with practice, _(1,14)=18.8, and increased with

set size, F(1,14)=53.2. This latter effect was more evident in session i,

F(1,14)=6.7. Further, the RT/P300 ratio was larger for VM than CM conditions,

F(1,14)=41.0, and this was more pronounced in set size 4, F(1,14)=20.5.

The RT/P300 ratio was larger for elderly than young, F(1,14)=10.1. The

average RT/P300 ratio was 0.89 for the young and 1.12 for the elderly. This

implies that elderly engaged in more post-stimulus evaluation processing prior
to their response than the young. Age did not enter into any interactions,

suggesting that the age differences in post-stimulus evaluation were not
modified by practice or S-R mapping.

Discussion

Both young and elderly improved with practice. This improvement was
observed as decreases in reaction time and increases in response accuracy.

However, elderly responded more slowly and more accurately than young following

practice. This suggests that the elderly were trading response speed for

accuracy, adopting a more conservative response bias than the young.

Reductions in the reaction time memory set size slope were apparent for

both age groups, but the young improved more rapidly and achieved a lower
asymptote. Reductions in the P300 latency memory set size slopes were apparent

only for the young. This suggests that the stimulus evaluation processes become

automated for the young, but not for the elderly. The improvement in reaction

time performance for the elderly was attributed to a reduction in

response-related processing which was apparent as a trimming of long latency
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responses. This pattern of data suggests that the improvements in performance

of the elderly are not the result of automatic processing, but rather are due to
a reduction in post-stimulus evaluation processing.

One possible interpretation For why the elderly do not acquire automatic

processing may be their conservative response bias. It has been suggested that

such a conservative strategy interferes with the development of automaticity

(Shiffrin et al., 1984). One prediction from this interpretation is that if

elderly subjects adopted a less conservative response bias, then their

acquisition rates and asymptotes should be similar to young. Further, if young
subjects adopt a more conservative response bias, then the rate of improvement

and the asymptote should be similar to that of the elderly.

Thus age differences in the development of automaticity appear to be the
result of strategic changes in information processing.

The research was supported by NASA Ames Research Center under contract number 1-
5-25-477 with Dr. Michael Vidulich as technical monitor and by the Air Force
Office of Scientific Research under contract number F49620-79-C-0233 monitored
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Abstract

This study examined the role of consistency in the

development of automatic processing. Subjects performed a memory

search task with either consistent (CM) or varied (VM) mapping of

rules to responses. In both of these conditions the mapping of

rule components to responses was varied over trials. Measures of

mean reaction time and A" indicated improved performance in both

CM and VM rule to response mapping conditions. However,

performance in the CM conditions was superior to that obtained in

the VM conditions. The results suggest that when higher-order

consistency is present in a task consistent mapping of stimulus

elements to responses is not necessary for the development of

automatic processing.

In recent years a number of models have been proposed to account for the

quantitative and qualitative changes in performance that occur during the

acquisition of complex skills. A common element in these models is the

suggestion that "consistency" among task components is necessary for the

development of highly skilled behaviors (LaBerge, 1981; Logan, in press;

Posner & Snyder, 1975). In one such model of skill acquisition, _ Schneider

and Shiffrin (1977) proposed that two different modes of processing underlie

performance. Automatic processing which develops as a result of extensive

practice with consistent stimulus-response relations is characterized as

fast, inflexible, difficult to supress once learned, and not limited by

short term memory capacity or attention. Controlled processing occurs in

novel situations or in situations in which stimulus-response relations are

inconsistent over time. This mode of processing is characterized as slow,

serial and capacity limited.

In the present study we examine the role of consistency in the

development of automatic processing. Within the visual/memory search

literature consistency has been defined as the mapping between stimuli and

responses. In a consistent mapping condition (CM) targets are always

selected from one set of items (e.g. letters A to M) while distractors are

selected from another set of items (e.g. letters N to Z). Thus, the mapping

of stimuli to responses does not vary over trials in the CM conditions.

However, in varied mapping (VM) conditions targets and distractors are

selected from the same set of items (e.g. letters A to Z). Targets and

distractors exchange roles over trials in the VM conditions. Automatic

processing develops in the CM but not in the VM conditions.

Although numerous laboratory studies have demonstrated the value of

stimulus-response consistency in the development of automatic processing,

the examination of a number of "real-world" tasks suggests other types of

consistency might also be important. For example, medical diagnosis

requires that diagnosticians associate symptoms with disease states.

However, unlike simple S-R consistency the same symptom may be associated

with a number of different diseases. Thus, in the task of medical diagnosis

consistency occurs at the level of conjunctions of symptoms rather than at a

symptom to disease (e.g. S-R) level.
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Duncan (1986) in a critical review of automaticity has argued that,

"... the important question is not whether mapping is consistent, but at

what level of stimulus description it is consistent, and at what level

consistency affects learning" (pg. 283). In a series of recent studies

Durso et al. (1987) and Fisk et al. (in press) have shown that automaticity

can be achieved even when S-R consistency is not maintained. In their

studies, subjects responded to either the highest or lowest digit in a

display. In this case although the ordinal relations among numbers are

consistent the stimuli are not consistently mapped to responses (e.g. 8

could be the highest number on one trial, while 9 was the highest number on

another trial). Both sets of investigators found decreasing RT's and

reduced display size effects with practice.

In the present study we further explore the role of consistency in the

development of automatic processing by requiring subjects to perform a

memory search task with consistent or varied rule to response mapping.

However, in both CM and VM conditions the mapping of rule components to

responses is varied. Thus, the main question addressed in this study is

whether consistency at the rule level will be sufficient for the development

of automaticity when stimulus level (e.g. S-R) consistency is absent.

Method

Subjects

Eight right handed persons, aged 20 to 28 years were recruited from the

student population at the University of Illinois. All of the subjects had

normal or corrected to normal vision.

Procedure

Subjects performed a variant of the Sternberg (1966) memory search task.

In each block of trials subjects (a) memorized either one, two or three

rules and (b) compared the 30 probe stimuli that followed the presentation

of the memory set to the rules. A CRT response was used to indicate whether

each of the probes matched a memory set rule. Response hand was

counterbalanced across subjects. Memory sets were presented for 6 secs.

Probes were presented for 200 msec. ISis were 4 sec.

The probe stimuli consisted of four concentric rings and two numbers

presented in the center of the display. Numbers could appear anywhere

within the four rings. The memory set rules indicated the relationship

between the two numbers and the rings in which the numbers would be

presented. For example, one rule indicated that the numbers would be

presented one ring apart and the inner digit would be less than the outer

digit by two. Another rule indicated that the numbers would occur two rings

apart and the inner digit would be greater than the outer digit by three.

Sixteen separate rules were used in the experiment. Eight rules were

assigned to the VM condition. The other eight rules were assigned to the CM

conditions (four target and four distractor rules). For half of the

subjects the numbers that were used in the rings for sessions one through

twelve were selected from 0 to 4. These subjects were transfered to the

numbers 5 to 9 in blocks thirteen through eighteen. The other four subjects

started with the numbers 5 to 9 and transferred to 0 to 4. It is important

to note that the numbers and the position of the numbers in the rings were

variably mapped across trials in the CM and VM conditions. However, the

rules were either consistently (CM condition) or variably mapped across
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trials (VM condition).

Each of the subjects participated in 18 experimental sessions. Sessions

lasted approximately two hours. During each session subjects performed 36

blocks of 30 trials (1080 trials per session). Subjects were presented with

RT and accuracy feedback after each block of 30 trials.

Design

The experimental design was a within-subject four-way factorial. The

factors were mapping condition (CM and VM), memory set size (I, 2 and 3),

response type (target and distractor) and phase (training and transfer).

Subjects participated in 12 sessions in the training phase and six sessions
after transfer to a different set of numbers.

Results

Figure 1 presents the mean correct RTs as a function of session, mapping

condition and memory set size. We will address first the data from the

training condition (sessions 13 to 18). All reported effects are significant

at p<.05.

The significant main effect for session (F(1,7)=226) confirmed the

reduced RTs with practice that can be seen in figure i. Main effects were

also obtained for memory set size (F(2,1_)=96) and mapping (F(1,7)=34), with

longer RTs for the larger memory set sizes and VM conditions. The

significant three-way interaction among memory set size, session and mapping

condition (F(2,14)=4) suggests that the decrease in the memory set size

effect with practice was larger in the CM than the VM conditions. This

difference in memory set size slope with practice is one criterion used to

distinguish between automatic and controlled processing (Schneider &

Shiffrin, 1977).
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The extent of the decrease in memory set slope for the CM and VM

conditions with practice can be seen in figure 2. Although the slopes for

CM and VM conditions began at essentially the same point in session I, the

CM slopes asymptoted at a lower value than the VM slopes after 12 sessions

of practice• The reduction in slopes for the CM and VM target conditions was

73% (205 to 55 msec) and 60% (222 to 90 msec), respectively. The reductions

for the CM and VM distractor conditions was 83% (233 to 40 msec) and 54%

(229 to 106). The power law functions that have been fit to slopes indicate
two additional differences between CM and VM conditions. First the R

squared values suggest a better fit for the CM than the VM conditions.

Second, the intercept constants (e.g. 4.76 for CM targets, 78.74 for VM

targets) indicate that the asymptotic slopes will be substantially smaller

in the CM than in the VM conditions•

Figure 3 presents the nonparametric A" measures of detection sensitivity

as a function of session, memory set size and mapping condition. A" ranges

from .5 for chance accuracy to 1.0 for perfect detection accuracy• A" was

quite high in all conditions. However, A" was larger for the CM than the VM

conditions (F(1,7)=27), but this difference decreased with practice

(F(2,14)=8). The difference in A" as a function of memory set size was

larger for the VM than the CM conditions (F(2,14)=6).

The transfer condition (sessions 13 through 18) was conducted to

determine whether the level of performance attained in the CM conditions

could be attributed to the automatic processing of (a) the rules or (b) the

conjunctions of features of the multidimensional stimuli or (c) some

combination of a and b. It is conceivable that subjects may have learned

the 78 conjunctions of numbers and positional arrangements that satisfied

the 16 rules rather than processing the probes on the basis of the rules•

Thus, subjects may have generated categories for each of the rules with the

category exemplars represented by the combination of features that satisfy

each rule. If this strategy were adopted it would be expected that transfer

to a new set of numbers would dramatically decrease task performance. If,

on the other hand, subjects had been processing the stimuli on the basis of

the rules the transfer to a different set of stimulus features (e.g.

numbers) should have a minimal impact on performance.
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In order to address the issue of transfer to a different set of stimulus

features, repeated measures ANOVAs were performed for the RT and A"
variables. The factors for the RT ANOVA were sessions (12 through 18),

mapping (CM & VM), memory set size (I, 2 & 3) and response type (targets &

distractors). The A" ANOVA included the session, mapping and set size

factors. For RT, the only significant effect involving the session factor

was a set size by session interaction (F(12,84)=3). RT was elevated in

session 13 for the largest set size. Neither the main effect of session nor

its interaction with other factors reached significance for the A" measure.

Consistent with the findings of Druso et al. (1987) and Fisk et al. (in

press) the results obtained in the present study suggest that the consistent

mapping of stimuli to responses is not critical for the development of

automatic processing given that subjects can capitalize on higher-order

consistencies in a task. The transfer results suggest that subjects are

capable of automatic processing at the rule level, at least in situations in
which the alternative is to learn a large number of category exemplars.

Finally, the learning curves (see figures 1 & 2) indicated that significant

gains in performance occurred in both CM and VM rule to response mapping

conditions. This may seem at odds with the typical finding of an invariant

slope with practice in VM search conditions. However, in the present

experiment the rules did not vary in the CM and VM conditions, only the

mapping of the rules to responses. Thus, even in the VM condition there was

consistent mapping within rules.
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ABSTRACT

A study was performed to examine the role of consistency in the development and
transfer of automatic processing. Subjects performed a rule-based memory search task
in which they compared multidimensional probes to either one, two or three memory set
rules. Results indicated that learning occurred in the absence of consistency at
lower levels of task description (e.g. mappplng of individual task components to
responses) as long as higher level consistencies existed in the task (e.g. consistent
mapping of task components to a conceptual framework). High positive transfer was
obtained despite replacement of the exemplars of the memory set rules, suggesting

that learning was not specific to the items encountered during training. On the
other hand, the magnitude of positive transfer was reduced when the rules were
replaced suggesting that most of the learning took place at the level of specific

rules. Some evidence was also obtained for more general process-based learning.

INTRODUCTION

In recent years a number of models have been

proposed to account for the quantitative and
qualitative changes in performance that occur
during the acquisition of complex skills. A
common element in these models is the suggestion
that consistency among task components is
necessary for the development of highly skilled
behaviors. For example, Schneider and Detweiler
(1988) have argued that the consistency of
stimulus-response relations has an important
influence on the strength of association between
processing units in their connectionlst-control
model of skill acquisition. Logan (1988) has

proposed that automatization involves a shift
from initial reliance on an algorithm for
performing a task to reliance on memory for past
solutions. This transition occurs only after

repeated exposures to a consistent set of task
components. Anderson (1982), in his production
model of skill acquisition, has stressed the
importance of consistency for the effective use
of several of his learning mechanisms. Finally,
MacKay (1982) has suggested that consistent

ipractice strengthens the association among nodes
in a hierarchical network that represents a task
at a number of levels of abstraction.

Although the models of skill acquisition
reviewed above propose a number of different
mechanisms to account for changes in performance

with learning, it is clear that each of these
mechanisms depends upon consistency for learning
to occur. However, it is often unclear what

types of consistency are necessary for the
development and transfer of automatic processes.
Duncan (1986) in a critical review of
automaticlty has summarized this problem by

stating that, "... the important question is not
whether mapplnq is consistent, but at what levell

of stimulus description it is consistent, and at
what level consistency affects learning" (pg.

28S).

Schneider and Fisk (1984) addressed the
issue of the level of stimulus description at
which consistency can be explolted for the

achievement of automatic processing, when they
trained subjects to perform a visual search task
which used words belonging to well learned
categories (e.g. body parts, colors) as probe
stimuli. After subjects attained automaticlty

with a given set of target and dlstractor items,
these items were replaced with other exemplars
of the same categories. Schneider and Fisk
found significant positive transfer to the new
exemplars. This finding suggests that
automatization had developed on the basis of
"consistencies" among category features. These

data provide important insight into the transfer
of learning to new exemplars in a category
search task, however the generallzability of
their results to other forms of rule-based

learning may be limited.

First, while there are a number of obvious

advantages to the use of well learned taxonomic
categories in the study of transfer of learning
at a conceptual level, there are also some
disadvantages. For instance, while it is
reasonable to assume that the positive transfer
to new exemplars was based upon links to either
category or Feature nodes it is also possible
that some portion of the transfer can be
attributed to extra-category associations (Rosch
& Mervls, 1975). An example of such an
extra-category llnk would be the association
between cat and dog in the phrase, "They fight
like cats and dogs". In this case it would be
difficult to determine whether transfer was due

to the category structure (animals) or the
coordinate relations.

Second, even if we assume that transfer was

based on the conceptual or category structure,
the use of taxonomic categories implies that the
transfer stimuli were well learned prior to the

study. Thus, within this context it is
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impossible to determine whether transfer would
occur to exemplars that conform to the "rule(s)"
but have not been pre-tratned.

Finally, since only high typicality
exemplars were employed in the Schneider and
Flsk studies the pool of transfer items was
rather sma11. Thus, at present it is unknown
whether the same degree of positive transfer can
be obtained with potentlally large sets of
transfer items.

In an effort to resolve the issues described

above we have employed artificial rules and
exemplars in our study. This enabled us to
avoid the problem of extraneous associations and
determine whether positive transfer was obtained
when the universe of transfer items was both

large and untrained. Furthermore, the use of
,rtiflcal rules and exemplars allowed us to

precisely control the amount of practice that
subjects received on the items prior to
transfer. In addition to addressing these
issues our study also enabled us to contrast a
number of skill acqisitlon models in terms of

their predictions for transfer of learning.

METtlOD

Subjects

lhirty-two right handed persons aged 18 to

32 participated in the experiment. A11 of the
subjects had normal or corrected to normal

vision. Eight subjects were randomly assigned
to each of four groups.

Procedure

Subjects were asked to decide whether
complex visual probes fit the description
provided by ], 2 or 3 "rules" given to them at
the start of each block of trlals. The probe

stimull were composed of four concentric rings
and two numbers. The subjects decided whether
the numbers and their positions in the rings
fulfilled the rules.

Figure I Two exemplars of the rule: I ring
apart, outer > inner by 2.

Figure I presents two possible probes. Both
probes match the rule stated in the caption
since the numbers are I ring apart, the
difference in value Is 2, and the number in the

outer ring is greater than the number in the
inner ring. It is important to note that the
numbers and the position of the numbers in the
rings are variably mapped to responses over
trials, flowever, the rules and exemplars

(conjunctions of numbers and positions In the

rings) are consistently mapped to responses.

In each block of trlals subjects (a)
memorized either one, two or three rules and (b)

compared the 30 probes that followed the
presentation of the memory set to the rules. A
choice reaction time response was used to
indicate whether the probes matched one of the
memory set rules. The memory set was presented
until subjects pressed a key to initiate the
block. Probes were presented for 1000 msec.
ISis were 3 sec.

Sixteen separate rules were used in the
experiment. Four rules were assigned as targets
and four rules were assigned as distractors for
each subjects in the pre-transfer portion of the
study. For half of the subjects the numbers

that were used in the rings for sessions one
through four were selected from 0 to 4. The
other half of the subjects performed the task
with the numbers 5 to 9. In each session

subjects performed 36 blocks of 30 trials (1080
trials per session).

In session five, three of the groups of
eight subjects transferred to different
conditions. For one group the number base
changed while the rule set remained the same.
For the second group the number base stayed the
same while the rules changed. For a third set
both the number base and rules changed in the
Fifth session. Finally, for the fourth group
the number base and the rules did not change in
session five. These groups will be referred to
as R+N-, R-N+, R-N- and R+N+, respectively (R
refers to rule, H refers to number base, +

indicates no change at session five, - indicates
a change at session five).

Stimuli and Apparatus

The stimuli for the memory search task
wL_represented on an IBM XT computer with a
monochrome monitor. Responses were made wlth
the Z and / keys on the IBM XT keyboard, lhe
monitor was positioned approximately 70 cm from
the subject. Rules were presented in the center
of the monitor and subtended a visual angle of
6.5 degrees horlzontally and 1.3 degrees
vertically. Probe stlmull were also presented
in the center of the monitor and subtended a

visual angle of 5.7 degrees horizontally and 5.7
degrees vertically.

n_esjLg_

The experimental design was a four-way
factorial with one between subjects factor

(transfer group) and three within subject
factors comprised of memory set size, response
type, and training phase. Trials were blocked
by memory set size conditions. An equal number

of targets and distractors were presented in
each block.
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RESULTS AND DISCUSSION

Figure 2 presents the mean correct RTs for
the target trials as a function of practice,
transfer group and memory set size. We will

address first the data from the training
sessions.
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figure 2 Mean target RTs for each group and
condition. Two blocks of trials are presented

for each experimental session.

Tralnincj Sessions

Given that we were interested in evaluating
performance as a function of the type of
transfer, it was important to demonstrate

similar patterns of learnlng across the Four
groups (luring the first four experimental
sessions. A five-way repeated measures ANOVA

(transfer group x subjects x practice x response
type x memory set size) on the mean RT data
indicated that neither the main effect for

transfer group nor its interaction with other
variables was significant. Thus, groups did not
differ on mean RT in the pre-transfer sessions.

Consistent with the pattern of data in
Figure 2 there was a significant main effect of
practice (F(7,|96)=83.2, p<.Ol) and response
type (F(1,28)=91.2, P<.01). Furthermore, the
increased RTs with larger memory set sizes

(F(2,56)=168.7, p<.01) were influenced by the
amount of practice on the task (F(14,392)=44.7,

p<.O]). The memory set slopes for targets and
distractors in the first session were 80.3 and

83.7 msec, respectively, These values were
reduced to 16.3 and 24.3 msec in the fourth

experimental session. The general decrease in
RT as a function of practice was well fit by

power functions. R squares exceeded .95 for
each of the groups, memory set sizes and
response types.

A repeated measures ANOVA performed on the
RT standard deviations (SDs) provided a pattern
of results similar to that found for mean RT.

R, variability decreased as a function of

practice (F(7,196)=55.g, p<.Ol) and increased
with larger memory sets (F(2,56)=68.8, p<.01).
The interaction between practice and memory set
size was also significant (F(14,392)=15.3,

p<.OI) indicating that the memory set effect
decreased with practice. Neither the transfer
group main effect nor its interaction with other
experimental variables was significant.
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[igure 3 Mean A' values for each group and
condit ion.

Figure 3 presents the nonparametric A'

,measures of detection sensitivity as a function
Jof transfer group and memory set size. A
four-way repeated measures ANOVA (transfer group
x subjects x memory set size x practice) was
performed on the A' data. Significant main
effects were obtained for practice
(F(7,196)=7.6, p<.01) and memory set size
(F(2,56)=56.0, p<.Ol). The interaction between
practice and memory set size was also
significant (F(14,392)=4.6, p<.Oi) indicating a
decreased memory set effect with practice.
Consistent with mean RT and RT varlability

measures, neither the transfer group main effect
nor its interaction with other variables was

significant.

The results obtained in the training

sessions suggest that the consistent mapping of
stimuli to responses is not critical for the

development of automatic processing if subjects
can capitalize on higher-order consistencies in
a task (see also Durso et al., 1987; Fisk et
al., 1988). This follows from the fact that
while the conjunctions of task components (e.g.
numerical differences, spatial differences) were
consistently mapped to the rules, the individual

task components (e.g. identity of individual
numbers, position of the numbers in the rings)
were not consistently mapped to responses.
Evidence for automaticlty was provided by power
function learning, decreases in RT variability,
and decreased memory set slopes as a function of

practice.

Transfer Sessions

Followlng four training sessions, three of
the groups were transferred to new experimental
materials. The R+N+ group continued to perform
the task with the same rules and exemplars
(control condition). The transfer was conducted
for the following reasons. First, we wished to
determine whether the category transfer effect





demonstrated by Schneider and Flsk (1984) would
generalize to large and previously untrained
sets of exemplars. The R+N- condition provides a
test of this hypothesis. Second, a comparison
nf the I(-N+and R-N- conditions enables us to

evahmate whether any exemplar-speclfic learning
occurred. If exemplar-speciflc learning did
occur then transfer to R-N+ would be expected to
he worse than transfer to R-N-, since

exemplar-specific learning should provide
response competition in the R-N+ condition.
Fhlrd, the issue of rule-specific learning will
he examined by comparing transfer in R-N+ and R-N-
conditions to R+N+ and R+N- conditions. Poor
transfer to new rules would be consistent with

hierarchlal network models of skiTl acquisition
{MacKay, 1982; Schneider & Flsk, 1984) while
positive transfer to new rules would provide

support for process-based learning (Anderson,
1982).

In an effort to evaluate the effects of the

transfer on performance a flve-way repeated
measures ANOVA (transfer group x subjects x
practice block x memory set size x response
type) was performed on the mean RTs from blocks
7 through 16 (e.g. two blocks prior to transfer
to the conclusion of session eight). The mean

RTs are presented in Figure 2. Several
significant effects involving the transfer group
factor were obtained. Transfer group interacted
significantly with practice (F(27,252)=18.0,
p<.O]) suggesting a differential transfer cost
For the four groups. Post-hoc comparisons
revealed that RT was significantly longer in the
R-N+ and R-N- groups than in the R+N+ and R+N-
groups after transfer (blocks 9 to 16). There
was no significant difference between the R-N+
and R-N- groups or the R+N+ and R+N- groups. A
significant interaction was also obtained for
group x memory set size (F(6,56)=8.1, p<.01).
lhis effect was qualified by a significant
three-way interaction among practice, group and
memory set size (F(54,504)=6.7, p<.Ol).
Post-hoc comparisons indicated that the
interaction was due to elevated RTs for set

sizes 2 and 3 for the R-N+ and the R-N- groups
following transfer. For the R-N+ group the
increase in RT from the last block prior to
transfer to the first block after transfer was
82 and 124 msec for the set size 2 and set size

3 conditions, respectively. The increase in RT
for the R-N- group was 111 and 155 msec for set

sizes 2 and 3, respectlvely.

An ANOVA performed on the RT SDs produced a
pattern of results that was similar to that
obtained for mean RT. A significant three-way
interaction among group, practice and memory set
size (F(54,504)=3.1, p<.Ol) suggested an
increase in RT variability for the R-N+ and the

R-N- groups for memory set sizes 2 and 3
following transfer. Finally, a four-way
repeated measures ANOVA (transfer group x
subjects x practice block x memory set size) on
A' also revealed a significant three-way
interaction among group, practice and memory set
size (F(54,504)=3.3, p<.Ol). Post-hoc

comparisons indicated that the interaction could
be attributed to a decrease in A' in set sizes 2

land ) for the R-N+, R+N- and R-N- groups in the
two blocks following transfer.

In Table I we present another method of
estimating the magnitude of transfer to new
rules and exemplars.

TAblE I
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Several aspects of the transfer scores are
noteworthy. First, the finding of high positive
transfer in the R+N- condition is consistent

with the category transfer effect obtained by
Schneider and Fisk (1984). In addition to

providing support for Schneider and Flsk's
finding, our data suggest that the category
transfer effect can be generalized to (a)
situations in which exemplars are untrained, aM
(b) to situations in which these items are
selected from large sets. Furthermore, our use

of artificial rules and exemplars has enabled us
to discount the possibility that transfer was
due to extraneous associations between stimuli

in the training and the transfer sets.

Second, comparison of transfer scores in

It-N-and R-N+ conditions provides a test for
exemplar specific learning. We had suggested
that exemplar-speclfic learning would be
expected to produce poorer transfer in R-N+ than
in R-N- conditions, since exemplar-specific
learning should produce response competition in
the R-N+ condition. A comparison of the
transfer scores in Table ] indicates that thls

is not the case. Thus, both the high positive
transfer in the R-N+ condition as well as the
similar transfer scores in the R-N+ and R-N-

conditions strongly suggests that subjects

learned more than the individual probes.

Third, transfer was significantly decreased
in the conditions in which the rules were

replaced relative to conditions in which the
same set of rules was maintained. According to
MacKay's (1982) hierarchical network model,
learning and therefore transfer will depend on
the degree to which previous experience and
training has strengthened Inter-node
associations at different levels of task
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description. Particularly important are
low-level nodes. In the case of the present

paradigm the low-level divergent aspects of the

training and transfer tasks were operations with
a different number base. While the number base
employed at transfer was novel in the context of

the experiment our subjects had certainly
practiced the same operations (e.g. deriving
numerical differences, determining the sign of
the differences) in other contexts. On the
other hand, subjects did not have previous
experience conjoining the components of the task
in the manner specified by the rules. The high
positive transfer obtained in the R+N- condition

as well as the reduced positive transfer
obtained in the R-N- and R-N+ conditions

suggests that much of the subjects' learning did
take place at the level of conjoining task
components in ways specified by the rules.
Therefore, it appears that one factor which
influences the degree to which transfer will be
item-speclfic is the amount of practice
previously received on the divergent aspects of
the training and transfer tasks.

Fourth, it is interesting to note that
although transfer was poorer when the rules were
replaced some positive transfer was obtained
even in these conditions. The positive transfer
obtained in the R-N+ and R-N- conditions

suggests that subjects were learning more than
the individual rules. A possible explanation
for the positive transfer in the R-N+ and R-N-

conditions is that subjects were learning a set
of procedures or processes that could be applied

to a variety of similar rules. Thls argument is
consistent with process-based models of skill
development (Anderson, ]982)and in particular

with learning mechanisms such as generalization.
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The primary goal of our study was to explore the utility

of event-related brain potentials (ERP) as real-time measures

of workload. To this end, subjects performed two different

tasks both separately and together. One task required that

subjects monitor a bank of constantly changing gauges and

detect critical deviations. Difficulty was varied by changing
the predictability of the gauges. The second task was mental

arithmetic. Difficulty was varied by requiring subjects to
perform operations on either two or three columns of numbers.

Two conditions that could easily be distinguished on the basis
of performance measures were selected for the real-time

evaluation of ERPs. A bootstrapping approach was adopted in

which one thousand samples of n trials (n = i, 3, 5 ...65)
were classified using several measures of P300 and Slow Wave

amplitude. Classification accuracies of 85% were achieved

with 25 trials. Results are discussed in terms of potential

enhancements for real-time recording.

INTRODUCTION

The research presented here derives from an extensive

series of investigations that have demonstrated the utility of
Event-Related Brain Potentials (ERPs) in the assessment of

residual capacity during the acquisition and performance of a

variety of perceptual-motor and cognitive tasks (Donchin et

al., 1986; Kramer, 1987). The focus of the present study was
to assess the feasibility of employing ERPs as on-line

measures of mental workload. If physiological data, and ERPs

in particular, are to serve as real-time measures of operator

mental load, the amount of data (e.g. secs, mins?) necessary
to reliably discriminate among levels of workload must be

determined. This question will be addressed in the present

study by adopting a bootstrapping approach in which we examine

the classification accuracy of ERP measures with from 1 to 65

secs of data. However, before we describe our experiment in
detail we will briefly discuss the previous research that

suggests that ERPs provide a sensitive and reliable measure of
mental load in an off-line context.

Several recent studies have illustrated the usefulness

of the ERP, and more specifically the P300 component, as an

index of processing resources (Horst et al., 1984; Isreal et

al., 1980; Kramer et al., 1985, 1987; Natani and Gomer, 1981;

Sirevaag et al., 1988). The general paradigm employed in
these studies requires subjects to perform two tasks

concurrently. One task is designated as primary and the other
task as secondary. Subjects are instructed to maximize their

performance on the primary task and devote any additional

resources to the performance of the secondary task.
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ERPs are elicited by events in either one or both of the

tasks. Increases in the perceptual/cognitive difficulty of

the primary task result in a decrease in the amplitude of the

P300s elicited by the secondary task. Conversely, P300s

elicited by discrete events embedded within the primary task

increase in amplitude with increases in primary task

difficulty. Furthermore, changes in response related demands

of a task have no influence on the P300 (Isreal et al., 1980).

The reciprocal relationship between P300s elicited by

primary and secondary task stimuli is consistent with the

resource tradeoffs presumed to underlie dual-task performance

decrements (Kahneman, 1973; Navon and Gopher, 1979; Sanders,

1979; Wickens, 1980). That is, resource models predict that

as the difficulty of one task is increased, additional
resources are re-allocated to that task in order to maintain

performance, thereby depleting the supply of resources

that could have been used in the processing of other tasks.

Thus, the P300 appears to provide a measure of resource

tradeoffs that can only be inferred from more traditional

performance measures. Furthermore, P300s elicited by

secondary task events are selectively sensitive to the

perceptual/cognitive demands imposed upon the operator. This

selective sensitivity may be especially useful in decomposing

the changing processing requirements of complex tasks (Kramer,
1987).

One might ask why ERPs should be used to monitor changes

in resource demands given that several technically simpler

approaches to the assessment of skill acquisition and mental

workload have already been implemented. Although numerous

performance-based measures of mental workload exist, they
suffer from several drawbacks. First, some of the measurement

techniques require subjects to perform a secondary task which

frequently interferes with the performance of the task of

interest (Knowles, 1963; Rolfe, 1971; Wickens, 1979 ! . This is
clearly unacceptable in an operational environment in which

the safety of the operator must be assured. Even in the

laboratory setting it is difficult to determine which of the

two tasks generated an observed performance decrement since

the performance on the two tasks is easily confounded.

Second, performance-based measures of mental workload provide

an output measure of the operator's information processing

activities (e.g. RT, accuracy). Thus, at best, performance

measures provide only an indirect index of cognitive function.

Third, performance measures do not always correlate highly

with the actual workload of the tasks (Brown, 1978; Dornic,

1980; Ogden et al., 1979). Fourth, although

subjective measures are relatively easy to collect and

possess high face validity they do not reflect the moment to

moment variations in workload that can be indexed by
physiological measures.

The present study is part of a continuing effort to

explore the utility of psychophysiological measures of mental

workload. A primary aim of the project is to determine the

feasibility of on-line uses of integrated psychophysiological

and performance data. However, given the magnitude of the

project this report will be confined.to a description of a
prellmlnary examlnatlon of signal/nolse ratio parameters of
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ERPs. More specifically, we will derive the functions that

relate amount of ERP data to discrimination accuracy between
workload conditions.

METHODS

Subjects

Four dextral subjects (2 female) were paid $4.00/hour plus a
dollar/day bonus for their participation in five sessions.
All subjects had normal or corrected-to-normal vision.

Tasks

Two different tasks were performed both separately and
together. We will describe each of the tasks in detail.

Monitorinq Task. One task consisted of monitoring six

gauges. The behavior of a gauge was determined by the
interaction of four properties: update speed, noise level,
noise frequency and transients. The cursors moved around the

gauges at different speeds, a slower gauge taking longer to
reach the critical region. Noise level was the amount

ofrandom jitter in the cursor. Noise frequency determined how
often random fluctuations were added to a gauge. The addition
of transients also served to perturb a gauge.

The interaction of these properties produced cursor

driving functions of varying predictability. Manipulating
the driving functions allowed control over gauge monitoring
difficulty. The driving functions employed in the high
predictability (HP) conditions were such that within a row of

three gauges the driving functions were identical in terms of
speed, nolse level, and noise frequency; no transient occurred

for any gauge. The two rows differed in the speed of cursor
movement, speed being constant within a row. For the low

predictability (LP) conditions the average value for all
properties was equivalent to the HP conditions, however, the
individual values were varied with no established correlation

between any set of gauges. The LP conditions contained three

gauges with a transient. The frequency of the transient was
different for each of the three gauges.

The gauges were presented on a CRT in front of the

subject. Each gauge was divided into 12 regions (labelled 1

to 12). In addition, each third of the gauge was distinctly
colored (green, yellow and red). The critical level was

designated by the position marked by the numeral 9, which was
the first region in the red zone.

The purpose of this task was to reset each gauge as
quickly as possible once its cursor had entered the critical

region. To reset a gauge the subjects pressed one of six keys
after which the cursor returned to the starting position

marked by the numeral I. The cursors were not continuously
visible. To sample a given gauge the subject pressed one of a
set of six keys with their left hand. The cursor remained

visible for I000 msec. Simultaneous sampling was not





I

J
/

possible.

Mental Arithmetic Task. The center of each gauge served

as a display area for the operands and operators of the mental

arithmetic trials. All of the operands and operators were

presented simultaneously and remained in view until an answer
was entered or for a maximum of 30 seconds. An answer window

appeared to the right of the gauges. Answers were entered via

the numeric keypad of the response keyboard and appeared in

the window as they were typed. Completion was signaled by
pressing the 'enter' key of the numeric keypad. The
inter-trial interval varied from four to fifteen seconds.

Difficulty was manipulated by varying the number of column

operations necessary to complete the problem. The easy
version of the task required operations on two columns while

the difficult version of the task required operations on three

columns of numbers. Henceforth, these versions of the tasks

will be referred to as A2 and A3, respectively. Operations
included addition and multiplication.

Subjects participated in five sessions. The first two

sessions constituted training. Single task conditions,

starting with the easy conditions progressing to the difficult

conditions were performed first, followed by the dual task

conditions. In the final three sessions the subject performed

the eight conditions in a random order determined by a Latin
square design. Only the data from the last three sessions

will be presented in this report. In all sessions two blocks

of each condition were run consecutively, each block taking

five minutes. A five minute break was imposed at the halfway

point in addition to any breaks the subject requested.

Performing the gauge monitoring and mental arithmetic

tasks in all possible combinations yields eight conditions: 2

task types X 2 levels of difficulty X 2 task pairings (single
or dual task condition).

ERP Recordinq

Electroencephalographic (EEG) activity was recorded from

three midline sites (Fz, Cz, Pz according to the International

10-20 system: Jasper 1958) referenced to averaged mastoids.

All electrodes were Sensormedics Ag/AgCL electrodes. The

scalp electrodes were affixed with Grass EC2 electrode cream.

The forehead ground, mastoid and electrooculgram (EOG)
electrodes were affixed with the Grass cream and electrode

collars. Vertical and horizontal EOG was in order to control

for eye movement artifacts. Electrode impedance was maintained
below i0 kohms.

The EEG and EOG were amplified by Grass 12A5 amplifiers
with a 8 sec time constant and a low-pass filter of i00 Hz.

The recording epoch was 1300 msec beginning I00 msec prior to

an event. The data channels were digitized every 5 msec and

were filtered off-line (-3 db at 6.89 Hz., 0 db at 22.22 Hz)

prior to further analysis. The psychophysiological data

collection was governed by a DEC PDP 11/73 computer system.

Artifact rejection was based upon the vertical eye movement

standard deviation. ERPs were recorded during the three
experimental sessions.
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Subjects were seated in a dimly lit, sound attenuated
booth. Stimuli were presented on a color monitor located 80

cm in front of the subject. Stimulus presentation and
behavioral data collection were performed by an IBM AT. A GSC
Model 901B noise generator coupled with a Realistic SA 150
amplifier presented white noise at 70 dbA over Realistic
Minimus-0.3 speakers located within the booth.

Data Analysis Procedures

ERP eliciting events included critical gauge samples,
non-critical gauge samples and, presentation of math trials.

ERP measurements included P300 latency, P300 base-to-peak
amplitude, P300 base-to-peak area and, slow wave area.

Behavioral variables included accuracy and response speed in
both the monitoring and arithmetic tasks.

In an effort to determine the amount of physiological data
needed to discriminate among different experimental conditions
we applied a bootstrapping approach to single trial ERP data.

Given the amount of data collected in our study we decided to
begin by examining the physiological differences between two
conditions that could be discriminated on the basis of

performance measures: the LP single task gauge condition and
the gauge samples from the LP/A3 dual task conditions. One

thousand samples of size n (n = 1,3,5,...,65) were randomly
selected from single trial data in each of these conditions.

By comparing the single trial samples with the grand average
waveforms for that condition the single trial may be

classified as a hit (belonging to the criterion condition), a
miss (not belonging to the criterion condition) or
unclassifiable. Tabulating the classification results in a 2 X

2 contingency table enabled us to assess the efficiency of a
number of ERP measures.

RESULTS & DISCUSSION

The results will be organized in the following manner.
First, we will describe the effects of single and dual task
manipulations on subjects' performance and ERPs. These
analyses will enable us to establish the relative differences

in performance andworkload among the single and dual task
conditions. Second, we will select two experimental

conditions that can be distinguished on the basis of average

performance and ERP measures. A bootstrapping approach will
then be applied to the single trial ERP data in these

conditions. The classification accuracy value derived from
each sample of one thousand measures will then be plotted as a
function of the number of trials in each of the thousand

samples. This procedure enables us to determine how changes
in the signal/noise ratio of the ERP as a function of
averaging (e.g. averaging from 1 to 65 trials for each of the

thousand samples) translates into gains in the accuracy of
discrimination between workload conditions.

The bootstrapping approach will be applied to several
different ERP measures including: base to peak measures of

P300 amplitude (P3bp), measures of P300 area (P3area),

cross-correlation measures of P300 amplitude (P3cross), and
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area measures of a late slow wave component (SWarea). P3bp
was defined as the largest positivity in the waveform between

300 and 800 msec post-stimulus relative to a pre-stimulus
baseline. The "stimulus" was the presentation of the cursor

with the gauges. P3area was defined as the area in a I00 msec

window centered around the peak. P3cross measures were

calculated by moving a 300 msec wide cosine wave across the

period from 300 to 800 msec post-stimulus. The slope of the

regression function at the point at which the correlation

between the cosine "template" and the ERP waveform was

maximized was defined as P3cross. SWarea was defined as the

area between 750 and i000 msec post-stimulus.

Effects of Experimental Manipulations

Figure 1 presents a measure of the accuracy with which

subjects reset the gauges in each of the monitoring

conditions. A "miss" was scored when subjects failed to reset

a gauge within i0 sec following the point at which it reached

a critical value. As can be seen from the figure, accuracy

decreased from single to dual task conditions and again with

an increase in the difficulty of the dual task. Accuracy also

appeared to differ as a function of the predictability of the

gauges (HP vs. LP). These differences were confirmed by a

repeated measures 2-way ANOVA, with gauge (2 gauge conditions,

HP and LP) and task (3 arithmetic conditions, none, A2 and A3)
as factors. Significant main effects were obtained for both

the gauge (F(1,3)=13.2, p<.01) and task (F(2,6)=21.2, p<.01)

factors. A marginally significant interaction between gauge

and task factors was also obtained (F(2,6)=2.9, p<.08)
suggesting a decrease in accuracy at the most difficult level
of each of the factors.

Figure 2 presents gauge reset RTs for each of the

monitoring conditions. A repeated measures ANOVA performed on
this data set revealed a significant main effect for the task

factor (F(2,6)=5.4, p<.01). RT increased from the single to

the dual task conditions and again from the A2 to the A3
versions of the arithmetic task. The main effect for the

gauge factor did not attain statistical significance.

Accuracy and RT measures are presented for the arithmetic

task in figures 3 and 4, respectively. Accuracy in the

arithmetic task was higher when operations were performed on

two columns than when a three column problem was performed
(F(I,3)=22.8, p<.01). RT was also faster in the A2 than in

the A3 version of the arithmetic task (F(I,3)=26.4, p<.01).
Finally, RT in the arithmetic task increased with the

transition from the single to dual task conditions and again
when the difficulty of the monitoring task was increased.

The analysis of the RT and accuracy data suggests that
both the arithmetic and monitoring conditions can be

discriminated on the basis of performance measures.

Furthermore, since increasing the difficulty of one task

influences performance on the other task we can be confident

that both tasks share limited resource(s). Given that we have

demonstrated differences in workload and performance among the
experimental conditions we will now describe our examination

of the feasibility of employing ERPs as real-time measures of
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mental workload.

Real-Time Analysis of Mental Workload

Given the substantial amount of analysis time required to
perform the "bootstrapping" operation we decided to select two

experimental conditions to analyze further. In order to

perform the bootstrapping operation it was necessary for the

experimental conditions to meet three criteria. First, there
should be a substantial number of trials available in the

selected conditions. This was necessary since repeated

samples of i000 trials would be selected during the
bootstrapping operation. Second, the conditions should be

discriminable on the basis of performance measures. Thus, we

wanted to begin our analysis of the real-time potential of

ERPs by selecting two clearly discriminable conditions. Later

analyses will examine conditions that are less discriminable.

Third, the conditions should be discriminable on the basis of

average ERP measures. Based on these criteria we selected two

conditions from the monitoring task: the single task LP

condition and the dual task LP/A3 condition.

Figure 5 presents the grand average ERPs across the four

subjects for the LP and LP/A3 conditions. It is important to
note that we have further subdivided the conditions into

waveforms that were elicited during times at which the gauges
were in the acceptable range and other times in which the

gauges had gone critical. Since the gauge critical samples
were most closely associated with the performance measures we

decided to employ ERPs to discriminate between the LP and

LP/A3 conditions during the gauge critical periods.
Approximately 200 trials were available in each of these

conditions for each of the subjects. The bootstrapping

operation was performed separately on the data from two of the

original four subjects.

As described above, the bootstrapping operation involved

the repeated selection of single trial ERPs from each of the

conditions. Each "sample" was comprised of I000 ERP measures,
500 selected from the LP condition and 500 selected from the

LP/A3 condition. Each of the ERP measures was composed of an

average of from 1 to 65 single trial ERP waveforms.

Classification accuracy was determined by computing the

relative "distance" of each ERP measure from the subject's

grand average ERP measures in the LP and LP/A3 conditions.

For example, if a subject possessed a grand average P300

amplitude of 50 microvolts in the LP/A3 condition and I0

microvolts in the LP condition then a single trial measure of

46 microvolts would be classified as LP/A3. This

classification procedure was performed for each of the i000

ERP measures in a sample and for each of the different pattern

recognition techniques (i.e. P3bp, P3area, P3cross, SWcross).

Figures 6 and 7 present the classification functions for

subjects 2 and 3, respectively. In the figures we plot the

accuracy of classification (y-axis) against the number of

single trial ERPs that were averaged to produce each of the

ERP measures in a sample (each sample included i000 ERP

measures). Several aspects of the figures are noteworthy.

First, for each of the pattern recognition techniques plotted,
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classification accuracy increased with increases in the number

of trials per measure. This continued improvement in

classification accuracy represents the increasing signal/noise
ratio as additional single trials are averaged to produce each
measure. Second, it is clear from the figures that the
pattern recognition techniques improved at different rates and
achieved different asymptotic levels of accuracy. For both of

the subjects P3bp and P3area improved more quickly and
achieved higher levels of performance than SWarea and P3cross.

In fact, P3cross is not plotted for subject 2 because it never

exceeded 50% classification accuracy. Third( for both P3bp
and P3area there was a dramatic improvement in classification

accuracy with the addition of the first five single trials
followed by a more gradual improvement as additional trials

were averaged. Finally, it is interesting to note that
classification accuracy improved and reached different
asymptotic levels for the two subjects.

SUMMARY AND CONCLUSIONS

The results of our investigation provide support for the
utility of ERPs as real-time measures of mental workload.

However, it is important to note that this support is both
preliminary and tentative due to the small number of subjects,
conditions, and pattern recognition techniques used in our

study. The results are encouraging, however, and suggest a
number of avenues for further exploration.

First, the differential efficiency of the pattern
recognition techniques suggests that other techniques may
offer improvements over the four that we have examined. In

our study we used techniques that capitalized on the
differences between only one component_of the ERP (i.e. either
P300 or Slow Wave amplitude). However, a number of other ERP
components also appear to be sensitive to variations in mental

workload (Horst et al., 1984; Kramer, 1987). Given that these
components reflect changes in workload not indexed by P300 and

Slow Wave amplitude, the use of multivariate techniques such
as discriminant functions should improve the ability to
discriminate among different levels of workload. It might

also be possible to enhance discriminability by examining
changes in the frequency spectra of EEG.

Second, previous examinations of the accuracy of single

trial classifications of ERPs have suggested that the

efficiency of different pattern recognition techniques is
dependent on the characteristics of subject's waveforms
(Farwell and Donchin, 1988). For example, base to peak
measures tend to be most successful when the component of
interest is sharpley defined while area measures are superior

for wider components. Differences in the efficiency of
P3cross and SWarea measures for our two subjects also appear
to be due to differences in their waveforms_ Thus, these
analyses suggest that it might be useful to compile a set of

heuristics that map waveform characteristics to pattern
recognition techniques.

Third, it seems reasonable to suppose that the ability to

discriminate among workload levels depends on the homogeneity
within workload levels. In the present study we selected
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gauge samples in the LP/A3 condition irrespective of whether

subjects were performing the arithmetic task (arithmetic tasks

were presented with isi's of from 4 to 15 secs). Thus, our
LP/A3 condition was actually a mixture of single and dual task

trials. A comparison of the "dual task" trials in the LP/A3
condition with the LP condition should increase classification

accuracy.

Fourth, while it is important to determine classification

accuracy in the "best-case" situation it is also imperative
that classification functions are derived for smaller

differences in workload. We are currently examining the range

of sensitivity of ERP measures to graded differences in

workload. Finally, it is clear that classification accuracy

can be improved by integrating psychophysiological and

performance measures into predicative and descriptive

equations. Therefore, it is necessary to determine how the

relative sensitivity of different physiological and

performance measures vary with changes in task structure and

subject state.
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Figure S. Grand average ERPs recorded at Pz for four of the

monitoring conditions.

Figure 6. Classification accuracy as a function of the number

of trials per measure for subject 2.

Figure 7. Classification accuracy as a function of the number

of trials per measure for subject 3.
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Abstract

The attentional demands of automatic and controlled process[rlg were

investigated in a dual task paradigm using traditional indices of accuracy

and reaction time as well as measures of the event-related brain potential.

Subjects performed consistent and varied mnpplng versions of a Sternberg

memory search task both separately and together with _ reeognlt]on running

memory task. In different conditions subjects were instructed to maximize

their performance on either the Sternberg or running memory tasks or to

emphasize the tasks equally. Processing priority and memory-load had large

effects on performance when the variably mapped version of the Steruberg

task was paired with the running memory task. Performance decrements in

these conditions were accompanied by tradeoffs in the amplitude of the P300

component of the event-related brain potential, presumably reflecting the

distribution of attention between the tasks. An analysls of cumulative

distribution functions of P300 amplitude provided support for a graded as

opposed to a all-or-none distribution of attention between the two tasks.

Performance in the consistently mapped version of the Sternberg task was

relatively unaffected by memory load or dual task demands. Large P300s,

which were insensitive to manipulations of memory load and priority, were

elicited in the consistently mapped conditions. These P300s appear to

reflect the obligatory allocation of attention to task relevant events

during automatic processing. The results are discussed in terms of the

structural and temporal factors that influence the development of automatic

processing.
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Atten_ional Requirements of Automatic and Controlled Processing

An important issue concerning the distinction between automatic and

controlled processing is the attentional requirements of the two processing

modes. Our goal in the present study is to provide a fine grained analysis

of the attentional requirements of automatic processing in both single and

dual task conditions. More specifically, we are interested in the

attentional demands of the automatic processes that are responsible for the

encoding of visual stimuli and the successful time sharing of two tasks. To

this end we have employed several methodological approaches including dual

task manipulations of priority and task difficulty, additive factors logic,

and event-related brain potentials (ERP), in the assessment of the

attentional demands of automatic and controlled processing.

In recent years a number of theories have been proposed to account for

the quantitative and qualitative changes in performance that occur with

extensive practice (LaBerge and Samuels, 1974; Logan, 1988b; Posner and

Snyder, 1975; Schneider and Shiffrln, 1977). In o_e such model of skill

acquisition, Shiffrin and Schneider (1977) proposed that two different modes

of processing underlie performance. Controlled processing represents a

temporary sequence of operations which are under the control of the subject,

require active attention, and are capacity limited. Controlled processing

is used in novel situations or in situations in which stlmulus-response

relations are varied over time. Within the Sternberg (1966) memory search

task controlled processing occurs when targets and dlstractors exchange

roles over trials. This is referred to as varied mapping (VM). Automatic

processing, which develops as a result of extensive practice with consistent

stimulus-response relations, represents a sequence of operations that become

active in response to a particular physical or semantic stimulus. Automatic
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processing is fast, often insensitive to capacity limits, and is difficult

to modify once initiated. Within the Sternberg (1966) memory search

paradigm, automatic processing develops when targets and distractors are

consistently mapped (CM condition) to responses over trials.

Several criteria have been used to distinguish between automatic and

controlled processing (Logan, 1978; Posner and Snyder, 1975; Schneider,

1985; Schneider, Dumais, and Shiffrin, 1984; Schneider and Shlffrin, 1977).

These criteria include: (a) a decreased effect of memory and/or display load

on performance (zero slope criterion), (b) an increased ability to

successfully time share two tasks and, (c) an intrusion of an automatically

processed target into the performance of a concurrent task. The

co-occurrence of these properties has been used by investigators to evaluate

the internal consistency of the concept of automaticity (Jonldes,

Naveh-BenJamin, and Palmer, 1985; Kahneman and ChaJzyck, 1983; Logan, 1985;

Papp and Ogden, 1981; Regan, 1981).

Schneider (1985) proposed that the transition from controlled to

automatic processing occurs in four phases in a memory search task (see also

Schneider and Detweiler, 1987, 1988). Phase one represents controlled

processing and is characterized by an effect of memory load on performance.

Phase two occurs shortly after the introduction of consistent practice. In

this phase controlled and automatic processing co-occur. Performance is the

result of a mixture of the two modes of processing. Phase two is

characterized by a flattening o£ the memory load function for the larger set

sizes. The reduction in slope for the larger memory sets is due to the weak

automatic processing finishing first when controlled processing is

relatively slow. In phase three, the memory comparison process is

eliminated as the controlled sequential operations are no longer necessary.

Phase three is characterized by the lack of an effect of memory load on
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performance. Subjects still allocate attention to the task in phase three;

however, the attention serves to assist automatic processing. Phase four

represents pure automatic processing and is characterized by perfect time

sharing between the task employing automatic processing and another task

which demands attentional resources. Thus, allocating attention away from

the task employing automatic processing or changing the difficulty of a

concurrent task should produce no decrement in performance in the automatic

task.

Automatic Processing and Attention

According to the two process theory of Shiffrln and Schneider (1977) as

well as Schneider's (1985) extension of the theory, controlled processing is

attention demanding while automatic processing is not. However, some

automatic processes can engage the attention system in response to

particular stimulus configurations. For example, the "automatic attention

response" is elicited by the presentation of CM targets in practiced

memory/visual search tasks (Eriksen and Eriksen, 1974; Laberge, 1975;

Neisser, 1963; Schneider and Shiffrin, 1977; Schneider and Fisk, 1982;

Shlffrin and Dumais, 1981). It appears that these targets automatically

attract attention from other ongoing activities and that the redirection of

attention is obl_gatory. Shiffrin and Dumais (1981, p. [16-117; see also

Shiffrin, Dumais, and Schneider, 1984) developed a two part rule to account

for the attentional requirements of automatic processing.

Rule I: Any process that does not use general, nonspecific processing

resources and does not decrease the general, nonspeclfic processing

capacity available for other processes is automatic.

Rule 2: Any process that always uses general resources and decreases

general processin_ capacity whenever a given set of external initiating
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stimuli are presented, regardless of a subject's attempt to ignore or

bypass the distraction, is automatic.

Processing which satisfies either Rule I or Rule 2 is considered automatic.

The two rules relate to the criteria that have been used to define automatic

processing. Rule I is consistent with the ability of subjects to

successfully time share two tasks after extensive practice. Rule 2 relates

to the notion of mandatory activation of attention with the presentation of

a well trained target.

Evidence used to bolster the assertion that automatic processing [s

resource insensitive (i.e., Rule I) comes from dual task studies (e.g.,

Bahrlck, Nobel, and Fitts, 195&; Bahrick and Shelly, |958; Logan, 197B,

1979; Schneider and Fisk, 1982) in which performance in a task which uses

automatic processing is paired with a resource consumptive task. If

performance in the two tasks remains at or close to single task levels

(i.e., 95Z of single task performance, Schneider, 1985), then it is assumed

that automatic processing places few if any demands on the limited supply o(

attentional resources. For example, Logan ([978) employed additive factors

logic (Sternberg, 19695) to identify the attentional requirements of

automatic and controlled processing. Both CM and VM memory search tasks

were paired with a concurrent memory retention task. Prior to extensive

practice, increases [n RT as a function of memory load interacted with

increases in the difficulty of the memory retention task. This was

considered as evidence that both CM and VM conditions placed demands on a

limited supply of attentional resources. Followln E consistent practice, the

effects of memory load and the difficulty of the memory retention task

produced additive effects, while in VM dual task conditions the interaction

between the two variables remained throughout training. Additlonal evidence
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was reported by Schneider and Fisk (1982). Subjects were able to

simultaneously perform CM and VM detection tasks without any cost in

sensitivity if subjects allocated attention to the VM task. floweret, when

two VM tasks were time-slmred, performance on one task prospered at the

expense of the other. The results from these studies support the hypothesis

that under some conditions automatic processing does not require atteutional

resources.

Evidence for the automatic attention response (i.e., Rule 2) was

provided by Shiffrin and Schneider (1977 exp. 4a-4d). This series of

experiments examined the degree to which subjects could focus attention on

one diagonal of a 2 x 2 matrix while ignoring the stimuli presented on the

opposite diagonal in a detection task. When VM targets appeared in the

to-be-ignored diagonal subjects were able to successfully focus attention on

the attended diagonal and ignore the irrelevant diagonal. However, if a CM

target was presented in the to-be-ignored diagonal it interfered with the

detection of VM stimuli in the attended locations. Shlffrin and Schneider

suggested that the CM target, which was to be ignored, automatically drew

attentlon away from the VM detection task. Thus, the automatic attention

response is not "under control of the subject and will occur whenever its

corresponding stimulus is presented" (p.143).

Additional evidence for Rule 2 is also provided by Stroop (1935)

studies in which color words are printed in different colors of ink. The

naming latency of the color of the ink in which the word is printed is

slowed if the word color is incompatible with the color of the ink. This

has been offered as evidence that the processing of the word is obligatory,

because the word interferes with processing of the ink color in spite of

subjects attempts to focus attention on the color of the ink. floweret,

several investigators have demonstrated that the intrusion effect can be
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"diluted" by changing the spatial position or expectancy of events (Kahneman

and ChaJczyk, 1983; Kahneman and I{enlk, 1981; Logan, 1980).

_In the research described above the attentlonal requirements of

automatic and controlled processing were derived from patterns of dual task

performance. The present experiment employs tile traditional dependent

measures of reaction time and accuracy, and in addition uses concurrent

measures of ERP activity to provide an independent measure of the

attentlonal resources allocated to tile tasks.

Event-Related Brain Potentials and Attention

The ERP is a transient series of voltage oscillations in the brain that

can be recorded in response to the occurrence of a discrete event (Donchln,

Rltter, and HcCallum, 1978). The present study focuses on one particular

component of the ERP -- the P300. The P300 component of the ERP is a

positive voltage deflection maximal over the parietal scalp with a minimum

peak latency of 300 msec (Sutton, Braren, Zubin, and John, 1965). The

latency and amplitude of the P300 component have been shown to be influenced

by the information processing demands of the task.

A number of dual task studies have reported a systematic relationship

between the amplitude of the P300 component of the ERP and the

perceptual/cognitlve resources invested in a task (Isreal, Chesney. Wickens

and Donchln, [980; Isreal, Wickens, Chesney, and Donchin, [980; Krnmer,

Wickens and Donchin, 1985; Kramer, Sireva.g. and Braune, 1987; Lindholm,

Cheatham, Korinth, and Longrldge, 1984; Natanl and Comer, 1981; Wlckens,

Kramer, Vanasse, and Donchln, 1983).I The amplitude of P3OOs elicited by

discrete events within a primary task has been found to increase with

increases in the difficulty of the primary task. In contrast, the amplitude

of the P300s elicited in a concurrently performed secondary task

systematically decreased as primary task difficulty increased. Thus, P300
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amplitude exhibited a reciprocal relationship between primary and secondary

tasks as a function of the difficulty of the primary task. This pattern of

changes in P300 amplitude is consistent with predictions of resource models

of attentlonal allocation (Navon and Gopher, 1979, 1980). Additional support

for the sensitivity of P300 to attentional manipulations has been provided

by tile finding that larger P300 amplitudes occur to attended than unattended

stimuli in dlchotic llstening/selective looking paradigms (Mangun and

llillyard, 1987; Parasuraman, 1978).

Several studies have evaluated P300 amplitude in controlled and

automatic processing conditions (}loffman, }louck, MacMillan, Simons and

Oatman, 1985; I{offman, Simon, and Houck, 1983; Kramer, Schneider, Fisk, and

Donchin, 1986; van Dellen, Brookhuls, Mulder, Okita, and Mulder, 1984). In

one such study Iloffman et el. (1985) examined the tradeoffs in P300

amplitude in a dual task paradigm as subjects shifted priorities between two

tasks. The tasks were a CM memory search task and a dot detection task.

The processing priority was manipulated by instructing subjects to emphasize

one or the other task or treat them both equally. P300 amplitude and

performance measures showed a tradeoff as a function of processing priority,

suggesting that with this particular task combination attentional resources

were employed during automatic processing. Therefore, according to

Schneider's (1985) criteria subjects were not performing in a purley

automatic mode (e.g. stage 4).

The present experiment was designed to extend these results in several

ways. First, we have paired both CM and VM versions of a Sternberg memory

search task with an attention demanding recognition running memory task.

This will allow us to assess the attentional "costs" of automatic processing

relative to a controlled processing baseline. Second, we have selected a

concurrent task, recognition running memory, which is presented at
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supra-threshold levels and does not require the simultaneous processing of

spatially separated stimuli. Previous studies have discovered attentional

costs for automatic processes that operate in tasks which require difficult

discriminations between briefly presented, spatially separated stimuli

(lloffman et al., 1983; Kahneman and Trelsman, 1984). In the present

experiment we will examine instead the attentional demands of tasks that cnn

be time shared successfully. Third, we have given extensive practice to

subjects in order to achieve phase four processing (Schneider, 1985). As

described above, phase four processing has been characterized in terms of

successful time sharing (e.g. 95% of single task performance) and an

insensitivity to manipulations of memory load. riven that processing can be

defined along a continuum of automaticlty, the extensive practlce will allow

us to assess the resource demands of "highly" automatic processing. For

example, if Shlffrln and Dumals's (1981) Rule 1 and 2 were satisfied we

would expect to obtain dual-task P300s insensitive to priority manipulations

and equivalent in size to single task P30Os. Such a pattern of results

would provide converging support for the automatic attention response that

is characterized in terms of an obligatory allocation of attention to

automatically processed targets. The insensitivity of P300 amplitude to

priority manipulations would be consistent with the all-or-none nature of

the automatic attention response. On the other hand, since controlled

processing is resource consumptive, even after extensive practice we would

expect a tradeoff in P300 amplitudes between tasks as a function of

processing priority in the VM dual task conditions.
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Method

Subjee ts

Five right-handed subjects, 3 males and 2 females participated in the

experiment. Their age ranged from 20 to 27, with an average age of 23. All

were students from the University of Illinois with normal or

corrected-to-normal vision. Subjects received extensive training, 23,000

trials, half in CM and half in VM conditions, prior to the experiment.

Subjects were paid for their participation in the study.

Stimuli and Apparatus

The stimuli for the Sternberg task consisted of the letters B, D, F, G,

If, J, N, P, T, V, X, Z. The letters were presented within a rectangle in

the center of a llewlett Packard CRT that was positioned approximately 70 cm

from the subjects. The rectangle subtended a visual angle of 1.2 degrees

vertically and 0.9 degrees horizontally. Subjects used a Wico model 50-2010

joystick to make their responses.

Procedure

Subjects performed two tasks, both separately and together. The tasks

were a variant of the Sternberg (1966) memory search task and a recognitlo1_

running memory task. The Sternberg task consisted of the presentation of a

memory set followed by 30 probe trials. Memory set sizes of I and 4 were

used and target and non-target trials were presented equiprobably. Targets

were defined as items from the memory set, non-targets were items not

included in the memory set. On each probe trial, two letters were presented

simultaneously in the center of the display. On targe= trials, one of the

two probes was a target while the other was a non-target. On non-target

trials, both probes were non-targets. Subjects were instructed to respond

"target present" if a target was detected, and to respond "target absent" if
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neither probe was a target. A two position joystick was used for subjects

to respond. The joystick was manipulated with the subjects" left hand.

Subjects moved the Joystick in one direction (i.e. to the right or the left)

if a target was detected and in the opposite direction if they did not

detect a target. The direction of movement was partially counterbalanced

across subjects. Subjects were given 1500 msec to indicate their response.

Instructions emphasized both speed and accuracy in single task conditions.

Insert Figure 1 About llere

Figure la presents the temporal sequence of events. The memory set was

presented for 3 seconds. The first probe was presented 1600 msec after

memory set offset. Each probe stimulus was presented for 200 msec, with an

interstimulus interval of 1650 msec.

An additional manipulation in the Sternberg task contrasted consistent

mapping (CM) with varied mapping (VM). In the present experiment, the

stimuli G, J, N, and X were consistently mapped targets. VM stimuli and CM

non-targets were randomly drawn from the remaining letters (B, D, F, H, P,

T, V, and Z)'

The recognition running memory task consisted of a series of digits

presented successively for 200 msec each, with an interstlmulus interval of

1650 msec. The subjects task was to move the joystick in one direction if

the digit on trial N matched the digit presented on trial N-2. If the digit

presented on trial N did not match the digit presented on trial N-2, the

subject moved the Joystick in the opposite direction. Subjects moved the

Joystick in the same direction for match trials in the running memory task

as they did for targets in the Sternberg task. Since there were no

comparison items for the first two digits, subjects were instructed not to
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respond to the first two trials. Figure ib presents an illustrative

example. Consider the sequence 5, 3, I, 3, 8, ... 4, 7, 2. On trial 3, the

subject should compare the digit I with the digit 5, which is stored in

memory, and respond "mismatch". On trial 4, the subject should compare the

digit 3 with the digit 3 held in memory, and respond "match". It is

important to note that each stimulus served as a probe in the recognition

task, and subsequently served as a template against which the digit

presented two trials later was compared. For subjects to perform the task

successfully, it was necessary for them to maintain the last two digits in

memory. Digits were chosen randomly, with the constraint that match and

mismatch trials were equiprohable. Subjects were given 1500 msec to

indicate their response. Instructions emphasized both speed and accuracy in

single task conditions (i.e. > 90% correct responses). Prior to the

experiment, subjects received 4260 trials of practice in the running memory

task.

The two tasks (8ternberg and running memory) were performed in single

and dual task conditions. In the dual task conditions the tasks were

performed concurrently , with the Sternberg and running memory trials

alternating. The interstimulus interval between trials remained at 1650

msec. The timing of events during each trial was identical to single task

conditions. Figure Ic presents the temporal sequence of a block of trials.

All blocks conformed to the following convention: RM, RM, M-Set, RM, S, _,

S, ... RM, S; where "RM" stands for a running memory trial, "}_Set" stands

for the Sternberg memory set presentation, and "S" stands for a Sternberg

probe trial. Five priority conditions were employed in the dual task

configurations. They were as follows: i) 100% priority to running memory,

0% priority to Sternberg; 2) 90% priority to running metnory, 10% priority to

Sternberg; 3) Equal priority between tasks (i.e., 50% / 50%); 4) 10%
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priority to running memory, 90% priority to Sternberg; and 5) 0% priority to

running memory and 100% priority to Sternberg. In the i00/0 and 0/I00

priority conditions, subjects were instructed to perform only the 100%

condition and ignore the 0% condition. Thus overt perforlnance measures are

not available for the 0% condition; however, ERP measures are avaliable for

these conditions. In the 90/10 and 10/90 conditions, subjects were

instructed to perform the 90% task as well as they performed in the 100%

condition, and to respond to the 10% condition using any remaining capacity.

Thus the major difference between the I00/0 and the 90/10 conditions was

that subjects were not responding to the 0% condition, but were responding

to the 10% condition. Since performance was equivalent in the "true" single

task conditions (see Figure Is and Ib) and the 100% priority conditions, our

analyses will be restricted to the I00/0 and 0/I00 versions of the single

tasks. Subjects practiced the dual task conditions for three days (i.e., 60

blocks) prior to the experiment. 2

Experimental Design

The experiment included 2 set sizes (I and 4) X 2 mapping conditions

(CM and VM) in the Sternberg task. These were performed in single task

conditions. In addition, a single task running memory condition was

performed. The two tasks were also combined to form dual task conditions.

Five priority allocations (i.e., I00/0, 90/10, 50/50, 10/90, 0/I00, where

the first number refers to the pr£orlty o£ the running memory task and the

second to the priority of the Sternberg task), were performed resulting in 2

X 2 X 5 - 20 conditions. In all, 25 conditions were performed in each

session, and subjects performed two sessions, with an average interval of 2

(range from I to 3) days between sessions. Performance in the two sessions

did not differ, hence the two sessions were pooled for all analyses reported

below. Each subject served in all experimental conditions. The order of
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experimental conditions was randomized across subjects a11d sessions.

ER____PRecording

The electroencephalogram (EEC) was recorded from three midline sites

(Fz, Cz, and Pz according to the International 10-20 system; Jasper, [958)

and referred to linked mastoids. Two ground electrodes were positioned on

the left side of the forehead. Electrooculogram (EOC) electrodes were

placed above and below the right eye. Electrode impedances did not exceed

i0 KOhms. Beckman I0 mm diameter Ag/AgCI biopotential electrodes were used

at all electrode sites. Scalp electrodes were affixed with Grass EEC paste.

Reference and ground electrodes were attached with adhesive collars.

The EEG and EOG were amplified with Van Cogh model 50000 amplifiers

(time constant I0 sec and upper half amplitude of 35 hz). Both EEC and EOC

were sampled for 1300 msec, beginning I00 msec prior to stimulus onset. The

data were digitized every I0 msec. The ERPs were digitally filtered

off-line (-3dB at 8.8 IIz; 0 dB at 20 Hz) prior to statistical analysis.

Stimulus Generation and Data Collection

Stimulus presentation and data acquisition were governed by a PDP 11/73

computer interfaced with an Imlac graphics processor (Donchln & Heffley,

1975; l{effley, Foote, Mul, and Donchin, 1985). Single trial EEC and EOC

were monitored on llne by using a GT-44 display. Digitized single trial

data were stored on magnetic tape for subsequent analyses. EOG artifacts

were corrected off-line using a procedure described by Cratton, Coles, and

Donchin (1983).

Results and Discussion

This section is organized in the following manner. First, the results

for both of the single tasks will be presented (i.e. 10050 running memory

and 0/i00 Sternberg). This is done to demonstrate that we have replicated
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the effects of task structure and practice on measures of performance.

Second, in order to examine the issue of tradeoffs of atcentionnl resources

between tasks we provide a comparison of the results obtained in single and

dual tasks, contrasting the transition from single to dual tasks as well as

the effects of memory set size and priority instructions on dual task

processing. Several dependent measures are examined in the single and dual

task analyses. These include: RT, A', and a measure of the amplitude of the

P300 component of the ERP. 3

Insert Tables 1 and 2 about here

Single Tasks

Performance measures

The mean correct RTs for each of the Sternberg conditions are presented

in Table I. Three-way repeated measures ANOVA's (mapping condition x set

size x response type) were performed on the RT and A* data. 4 RT was

faster in the CM than in the VH conditions (F(I,4)=37.5, MSe=2921, p<.01)

and for the smaller than the larger memory set size (F(1,4)=157.2, MSe=

1135, p<.01). A significant two-way interaction indicated that RT increased

as a function of memory load in the VM condition, but was less affected by

memory load in the CM conditions (interaction: F(1,4)=32.4, MSe=2462,

p<.01). This "diminished slope" effect satisfies one of the criteria of

automaticity (Schneider et al., 1984). The slopes for the _! target present

and absent trials were 14 and 7 msec, respectively. The slopes for the VM

target present and absent trials were 64 and 81 msec. Note that two probes

were presented on each trial, hence the doubling of the typical 38 msec

slope in VM conditions (cf. Sternberg, 1966). The deviation of the slope

from zero in the CM condition can be attributed to the rapid processing in
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the set size i condition. When these subjects were tested with set sizes 2,

3, and 4 in the practice sessions the slope reduced to 0 msec per item.

Target stimuli were responded to faster than non-target stimuli,

(F(1,4)-19.4, MSe=730, p<.01).

The parameter free estimate A" (Calderla, [980; Craig, [979; Creen &

Swets, 1966) was employed to assess subjects" sensitivity. A" is a measure

of the area under the receiver operator characteristic curve ranging from .5

for chance performance to 1.0 for perfect accuracy. A" is a distribution

free measure of sensitivity and is more appropriate than d" when false alarm

rates are very low as is the case in the CM conditions.

The mean A" values for each of the Sternberg conditions are presented

in Table 2. Overall, subjects were very accurate, with an average A" value

of .91. In single task conditions, A" was greater for CM than VM

conditions, (F(1,4)-8.6, MSe=.0001, p<.05), and decreased as a function of

memory load in the VM condition, but not in the CM condition, (interaction:

F(1,4)-I0.7, MSe-.O001, p<.05).

The mean correct RTs for each of the running memory conditions are also

presented in Table I. In single task conditions, match trials were

responded to faster than mismatch trials, (F(1,4)=I0.4, MSe=1077, p<.05).

The mean RT for match trials was 424 msec while the mismatch RT was 491

msec. The mean A" values for each of the running memory conditions are

presented in Table 2. Subjects were quite accurate in the single task

running memory condition, with an average A" value of .981.

Event-Related Brain Potentials

Figure 2 presents a subset of the average ERPs obtained in the

Sternberg and running memory tasks. Latency adjusted averages recorded at

Pz are presented for CM and VM conditions as a function of priority for the

set size 4, t_irget/match single aud dual task condit/ons. ERI' coml_onunts
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are traditionally defined in terms of their latency relative to a stimulus

or response, scalp distribution, and sensitivity to experimental

manipulations (Donchin, 1981; Kramer 1985; Sutton and Ruchkin, 1984). The

large positive going deflection in the waveform became increasingly positive

from the Fz to the Cz to the Pz recording site, and the amplitudes were

maximal between 350 and 800 msec post-stimulus. Based on these criteria

this positive deflection can be identified as the P300.

Insert Figure 2 and Table 3 about here

Single trial P300 measures were estimated by identifying the largest

correlation between a template (the positive segment of a 2 }Iz sine wave)

and the Pz waveform (Coles, Gratton, Kramer and Miller, 1986). 5 The cross

correlation procedure was iterated at I0 msec lags from 300 to 800 msec

post-stlmulus. The segment of the waveform which correlated most highly

with the template was identified as the P300. P300 amplitude was measured

as the difference between the maximum positive deflection within this 500

msec window and the baseline (defined as the voltage recorded over the 100

msec epoch just preceeding the presentation of the probes). The latency was

defined as the time corresponding to the peak of the P300 component. Trials

in which incorrect responses were executed or the maximum correlation

between the template and the waveform was less than .30 were not included in

the averages. Less than 5 % of the trials were rejected for failing to meet

the template matching criterion. The percentage of trials rejected did not

differ across experimental conditions.

Table 3 presents the mean P300 amplltude values for each of the

Sternberg conditions.6 A three-way repeated measures ANOVA (mapping

condition x set size x response type) was performed on the average
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amplitudes. The only significant effect for the single task conditions was

the larger P3OOs elicited by tlle target than the nontarget sti,,ul[

(F(1,4)=20.2, MSe=439, p<.01). Single task P300 amplitude was also larger

for the match than the mismatch trials in the running memory task

(F(1,4)=9.5, MSe=90, p<.05).

Dual-Task Interactions

The results presented in this section will provide a comparison of

performance measures and ERPs obtained in single and dual task conditions,

contrasting the transition from single to dual tasks as well as examining

measures obtained during dual task performance. Since the previous section

has already dealt with the significant effects obtained within the single

tasks, the current section will be confined to a presentation of those

effects that interact with dual task manipulations (e.g. priority

instructions, Sternberg memory set effects on running memory performance).

This section will be organized in the same format as the single task

section. Analyses will include RT and A" measures in the Sternberg and

running memory tasks as well as a measure of P300 amplitude.

Performance measures

The main goal of the present study was the examination of the

attentlonal requirements of concurrently performed tasks. More

specifically, we investigated the resource demands of "highly" automatic

processing in a task which met the criteria for phase four processing

(Schneider, 1985; insensitivity to manipulations of memory load, dual-task

performance that is 95% of single task performance). An assessment of the

resource demands of such a task was provided by using two converging

methodologies; a dual task paradigm with manipulations of task demands and

processing priorities, and the amplitude of the P300 component of the ERP.

The data relevnnt to the issue of attentional requirements is presented
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in two different formats. Tables I through 3 present the mean values for

performance and ERP measures for each of the single and dual task

conditions. Although this tabular format provides an accurate

representation of the means for each condition, it does not convey easily

the patterns of dual task interactions that are of interest in the present

study. In order to accomplish this objective we ilave presented a subset of

the data in Performance Operating Characteristic (P0C) curves.

Figure 3 presents the RT POC for the running memory task when paired

with the CM (top) and VM (bottom) version of the Sternberg task. RT in the

Sternberg task is cross-plotted with RT in the running memory task for each

level of priority and memory set size. Set size one conditions are

represented by squares while set size four conditions are indicated by

triangles. The numbers represent the level of task emphasis or processing

priority in the following manner: I - 100% running memory emphasis, 2 = 90%

running memory emphasis and 10% Sternberg emphasis, 3 = equal emphasis, 4 =

10% running memory emphasis and 90% Sternberg emphasis, 5 = 100% Sternberg

emphasis. It is important to note that since conditions l and 5 require a

response to only one of the tasks, the points are anchored on one axis on

the basis of the projection of a polynomlnal regression equation performed

on the other data points (i.e. on the Sternberg axis for 1 and on the

running memory axis for 5). llowever, such is not the case for the P3O0

measure since ERPs are elicited in the absence of an overt response. Least

square polynomial regression lines are fit to the data. The solid lines are

for the set size one conditions, the dashed lines are the regression

functions for the set size four conditions.

Data represented in the POC space is interpreted in the following

manner (Wickens, 1984). The upper right-hand region of the P0C represents

good performance (i.e. fast RT*s in both tasks) while the lower left-hand
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region represents poor performance. Thus, the greater the distance from tile

origin, the more efficient the performance. Changes along the imaginary

diagonal connecting the top-left with the bottom-right of the POC space

represent changes in performance bias. Changes in priority allocation

between tasks that compete for common resources should produce variations

along the bias diagonal (Norman and Bobrow, 1975).

Inspection of Figure 3 suggests that when tile running ,ilemory task is

paired with the _I version of the Sternberg task (top), there is little

difference among mean RTs as a function of either memory set size or

priority, floweret, when the running memory task is paired with tile VM

version of the Sternberg task, there is a relatively large separation of RTs

as a function of memory set size as well as a change in RT as a function of

priority in the larger set size condition. The differences among these

conditions were quantified by submitting the mean RTs to a four-way repeated

measures ANOVA (mapping condition x set size x response type x priority).

Consistent with single task conditions, memory load had a larger effect on

performance in the VM than in the CM conditions in the Sternberg task

(interaction: F(I,4)- 181.6, MSe-1803, p<.Ol). The slopes in the CM

conditions were 14 msec for the targets and 7 msec for the distractors while

the slopes in the VM conditions were 64 and 75 msec for the targets and

distractors.

The same pattern of results was obtained for the running memory RT's.

RT increased as a function of memory load to a much greater degree when the

running memory task was paired with the VM than when it was paired with the

CM version of the Sternberg task (interaction: F(1,4)-30.3, MSe-2488,

p<.01). Across dual task conditions, running memory RT increased by 119

msec as a function of memory load in the VM conditions, llowever, the

increase in RT when the running memory task was paired with the CM version



Page 20

of the Sternberg task was only i0 msec. Additional evidence for the

differential performance effects in the CM and VM conditions is provided by

a comparison of the single and dual task running memory RTs. RT increased

by 113 msec from the single to the dual task conditions when the running

memory task was paired with the VM version of the Sternberg task, but

increased only 38 msec when paired with the CM version of the Steruberg

task. Post-hot comparisons indicated that only the VM difference attained

statistical significance. The results obtained in the single and dual task

conditions suggest that subjects achieved phase 4 processing in the CM

version of the Sternberg task by fulfilling the "perfect time sharing"

criterion (Schneider, 19851. Performance in the CM dual task conditions was

equivalent to performance in the single task conditions.

The differences in priority observed in Figure 3 were confirmed in the

ANOVAs. Sternberg RT decreased systematically as subjects shifted priority

from the running memory to the Sternberg task. This effect of priority was

significantly larger in the VM than in the CM conditions (interaction:

F(3,12)-7.23, MSe-2196, p<.01). A similar pattern of results was obtained

for the running memory RTs. RT increased systematically as subjects shifted

priority from the running memory to the Sternberg task to a larger extent in

the VM than in the CM conditions (interaction: F(3,12)-6.12, MSe-4327,

p<.01). Furthermore, this priority effect was substantially larger when the

running memory task was paired with the VM set size 4 Sternberg condition

than when paired with either of the CH versions of the Sternberg task or the

set size 1VM condition (interaction: F(3,12)-7.08, MSe=1238, p<.01). This

interaction also indicated that the effects of Sternberg memory load were

magnified as subjects shifted their priority from the running memory to the

Sternberg task for the VM but not for the CM conditions.

Inspection of Figure 3 suggests that RT traded off to a greater extent
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in the running memory task as a function of priority than in the Sternberg

task. The largest priority effect in the Sternberg task was III ,nsec ns

compared to 255 msec in the running memory task. This observation was

confirmed by a five-way repeated measures ANOVA with task as a factor

(interaction: F(2,8)=6.37, MSe=380, p<.05). The differential priority

effect suggests that subjects may have responded on the basis of a deadline

in the Sternberg task. Such a strategy is also suggested by a significant

two-way interaction between priority and set size in the Sternberg task

(interaction: F(3,12)-4.4, MSe-626, p<.05). The effect of priority was

larger for set size 1 than it was for set size 4. According to the deadline

hypothesis, if subjects had not responded prior to a self-lmposed deadline,

they responded based on the available evidence already accumulated. If this

were in fact the case, it would be expected that this "deadline strategy"

would lead to an increased percentage of errors as subjects switched their

priority from the Sternberg to the running memory task. This prediction is

addressed by an analysis of the A" data.

Insert Figure 3 and 4 about here

Figure 4 presents the mean A" POC curves. Like RT, the A's in the CM

condition were relatively constant and clustered in the upper right hand

portion of the POC space. A ° was not significantly affected by memory load

or priority manipulations. This was also the case for the VM set size I

condition; however, the VM set size 4 condition revealed a different

picture. The POC for the VM set size 4 condition was shifted to the lower

left portion of the POC space and revealed a reciprocal tradeoff in A"

between tasks as a function of priority, (Sternberg interaction:

F(3,12)=5.8, MSe-.O016, p<.Ol; running memory interaction: F(3,12)=33.5,
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MSe-.O001, p<.Ol). This pattern of results is consistent with the

hypothesis that subjects based their Sternberg response on a deadline,

because RT did not vary to a large extent as a function of priority in the

VM set size 4 Sternberg condition, while accuracy fell off rapidly as

emphasis was shifted from the Sternberg task to the running memory task.

Thus, it appears that subjects waited a constant duration in the Sternberg

task and then based their response on the information that had accrued up to

that point.

Taken together, the RT and A" results suggest that the automatic

processing strategy that developed in the CM conditions can be executed

concurrently with the effortful processing in the running memory condition

with little cost to either task. On the other hand, the controlled

processing strategy employed in the VM conditions incurred a cost in terms

of memory load effects in both single and dual tasks as well as performance

tradeoffs in the difficult dual task conditions. Thus, CM performance

satisfies the criteria for stage four processing (Schneider, 1985).

It is important to note at this Juncture that had only overt behavioral

measures been obtained our conclusions about the attentional resources

demanded by automatic processing would be consistent with rule i of Shiffrin

and Dumais (1981), (i.e., automatic processing does not require attentional

resources). Given that subjects are operating in n mode dominated by

automatic processing, we now turn our attention to the P300 component of the

ERP measure.

Insert Figure 5 about here

Event-Related Brain Potentials

Grand average ERPs recorded at Pz for a subset of the single and dual
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task conditions are presented in Figure 2. Mean P300 amplitude measures are

presented in tabular form in Table 3 and in POC representation in Figure 5.

Average P300 amplitudes recorded in single and dual tasks are

presented for all conditions in Table 3. Tradeoffs in P300 amplitude for

the target stimuli as a function of processing priority and memory load are

graphically illustrated in POC format in Figure 5. Inspection of the POC

reveals several noteworthy aspects of the P300 data. In the CM conditions

P300 amplitude appears to be uninfluenced by memory load or processing

prlofity. The dual task P300s cluster in the top righthand portion of the

POC. However, in the VM conditions the amplitude of the P300 appears to be

influenced by both processing priority and memory load. In the CM and VM

conditions P300s are smallest when elicited by irrelevant stimuli (i.e.

stimuli in the "ignored" task in the 0/I00 and 100/0 single task

conditions).

The differences among the experimental conditions were quantified by

submitting the average P300 amplitudes to four-way repeated measures ANOVAs

(mapping condition x memory set size x response type x priority). A main

effect of priority was obtained in the Sternberg conditions (F(4,16)-21.7,

MSe=6164, p<.01). The amplitude of the P300 increased as subjects shifted

their priority from the running memory to the Sternberg task. This effect

was qualified by a significant three-way interaction among mapping

condition, set size and priority (interaction: F(4,16)-9.7, MSe=2590,

p<.01). Post-hoc comparisons indicated that the interaction could be

attributed to a larger change in P300 amplitude as a function of dual task

priority in the set size four VM conditions than in the CM or smaller set

size VM conditions.

Similar effects of priority on P300 amplitude were found in the running

memory task. P300 amplitudes varied as a function of dual task priority to
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a greater extent in the VM than in the CM conditions (interaction:

F(4,16)=6.1, MSe=575, p<.01). P300 amplitude increased as subjects shifted

their priority from the Sternberg to the running memory task. In the dun:[

task conditions, P300 amplitude decreased as a function of memory load for

VM conditions, but was unaffected by memory load in the CM conditions in

both the Sternberg (interaction: F(1,4)-9.7, MSe=3590, p<.05) and running

memory (interaction: F(I,4)-I0.0, MSe-905, p<.05) tasks.

Given that P300 amplitude reflects the amount of attention allocated co

the tasks, the pattern of results obtained in the Sternberg and running

memory tasks suggests that subjects allocated nttentional resources on the

basis of processing priority in the VM but not in the CM conditions. Thus,

it appears that the demand for attentional resources exceeded the supply In

the difficult VM conditions. These results are consistent with the

performance tradeoffs obtained in the present study as well as previous

studies that have found performance decrements in difficult dual tasks that

do not exhibit automatic processing. Consistent with the hypothesized

all-or-none nature of the automatic attention response (rule 2: Shiffrin et

al., 1984) P300 amplitude was relatively insensitive to changes in

processing priority and memory load in the CM conditions. Additional

evidence for the automatic attention response in the Od conditions is

provided by a comparison of P300 amplitudes elicited in the I00/0 priority

conditions. As can be seen in Table 3, the CM targets in the Sternberg task

elicited larger P300s than the VM stimuli or the Od distractors suggesting

that the CM targets automatically attracted attention even when subjects

were instructed to ignore these stimuli. A significant post-hoe comparison

between (24 targets and the other CM and V]d stimuli confirmed this

observation. IIowever, it is important to note that although the P300s were

largest for the CM targets, P300s were elicited by the CM distractors and
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the VM stimuli. Thus, it appears that some attention was directed to all

categories of stimuli in the ignore conditions. In sum, P300 amplitude

appears to have reflected the obligatory allocation of attentional resources

in the CM condition as well as the tradeoffs in resources between tasks in

the VM conditions.

It is interesting to note that although the pattern of P300 amplitudes

as a function of priority differs across experimental conditions, the sum of

the P300 amplitudes for the two tasks at a given priority was constant,

(F(2,8)=0.[, MSe=I762, p>.9). The linear regression slopes for the sum of

P300 amplitudes within a priority condition were -0.31 for CM set size I;

0.08 for CM set size 4; 0.I0 for VM set size l; and -0.31 for VM set size 4.

The slopes were not significantly different from zero in any of these

conditions.

There are at least two plausible ways to achieve reciprocity of P300

amplitude between tasks. First, in the VM conditions all single trial

stimuli could elicit progressively smaller P3OOs as priority was shifted

away from the task. Second, on some trials "normal" size P300s could be

elicited while P3OOs could be small or absent on other trials. A pattern of

reciprocity would be obtained if the mixture of normal P300s and small P300s

varied as priority was shifted away from the task. These two alternatives

imply different mechanisms underlying dual task performance. The former

suggests that the tasks were processed in parallel and that attentional

resources were partitioned according to instructions. The latter implies

that subjects switched attention between tasks in an all-or-none fashion and

that attention operated as a unit which was not partitioned according to

instruction. Subjects may have spent proportionally more time processing

the higher priority task, increasing the probability of having attention

allocated to the task when a stimulus was presented. These two varieties of
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processing suggest different distributions of P300 amplitude. If subjects

are dividing attention between tasks, then a distribution of single trial

P300s that shifts according to priority would be expected. In contrast, if

subjects are switching attention in an all-or-none fashion the distribution

of P300 amplitudes should reflect a mixture of large and small P300s. As

priority is shifted away from a task, there should be an increase in the

proportion of no P300s and a decrease in the proportion of normal P300

trials.

To test these two alternative hypotheses, the Vincentlzed (RatcllfE,

1979; Vincent, 1912) cumulative distribution functions (CDFs) of P300

amplitude were generated for each of the conditions in the experiment. In

the critical conditions in which reciprocity was obtained (i.e., VM set size

4), the CDFs produced parallel curves for all the priority conditions,

reflecting similar shaped distributions of PS00 amplitude. These curves are

presented in Figure 6. As priority was shifted from the running memory task

to the Sternberg task, the CDFs shifted to the right, indicating that all

the P300s increased in amplitude and that reciprocity was not due to a

change in the proportion of small and normal P300 trials. Thus, the present

data suggest that attentional resources were partitioned according to

instruction and that the two tasks were processed in parallel.7

Insert Figure 6 about here

Conclusions

The present study was conducted to address two main issues: the role of

attentlonal resources in automatic and controlled processing, and the

changes in the timing of mental processes that accompany the development of
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automaticity. These issues were examined by employing a combined

methodological approach consisting of event-related brain potentials, dual

ta_k manipulations and additive factors logic.

Performance data obtained in the CM single and dual task conditions

were consistent with the characteristics of phase 4 automatic processing

(Schneider, [985). Measures of RT and A" in the Sternberg and running

memory tasks were relatively unaffected by manipulations of memory load, the

transisition from single to dual task performance, or processing priorities.

These results are in marked contrast to the pattern of performance obtained

in the practiced VM conditions. In the VM conditions, accuracy decreased

and RT increased with increases in memory set size in the Sternberg task,

the transltion from single to dual task performance, and decreases in

processing priority. The effects of processing priority in the difficult

dual task conditions were reflected in the performance tradeoffs that were

illustrated in the POCs. Furthermore, processing demands interacted in the

dual task VM conditions such that the effect of memory set size on running

memory RT increased with decreases in processing priority.

This pattern of single and dual task performance could be taken as

evidence for a differential role of attentional resources in CM and VM tasks

(Logan, 1978; Navon and Gopher, 1979; Schneider and Shiffrin, 1977). The

tradeoffs in performance observed in the VM dual task conditions suggest

that a limited supply of attentional resources was apportioned to the tasks

on the basis of processing priorities and task difficulty.

The pattern of performance obtained in the _ conditions is consistent

with Shiffrin and Dumais's (1981) rule I. The lack of an effect of memory

load and priority manipulations suggest that the automatic processes that

have developed in the CM conditions can be simultaneously performed with

other attention demanding activities. However, it is difficult to evaluate
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whether attentlonal resources are employed during the processing of task

relevant events (rule 2), since the present experiment did not require that

subjects evaluate simultaneously presented targets. Previous studies have

examined the automatic attention response by assessing the performance

decrements which occur in the VM task when Cbl targets are presented in close

temporal and/or spatial proximity to VM stimuli (lloffman, Nelson, and I[ouck

1983; Schneider and Fisk, 1982). Although the structure of our task made it

difficult to assess this issue with performance measures, examination of the

amplitude of the P300 provided an alternative index of attentlonal

allocation to the task relevant events.

In the difficult VM conditions, the amplitude of the P300s for each

task was a function of the degree to which the task was emphasized. P300s

increased in amplitude with increases in priority in one task while the

P3OOs elicited in the other task decreased in amplitude in a reciprocal

fashion. Given the abundance of support for the sensitivity of P300

amplitude to the allocation of attention this finding provides converging

evidence for attentlonal tradeoffs in VM conditions (grnmer et al., 1983;

Mangun and Hillyard, 1987; Natini and Comer, 1981; Parasurnman, 1978).

Furthermore, since P300s appear to be sensitive to manipulations of factors

which influence stimulus evaluation processes while being relatively

unaffected by response factors (Isreal et al., 1980; McCarthy and Donchin,

1981; Ragot, 1984) these results suggest that the performance tradeoffs can

be attributed, in part, to the limited availability of perceptual/central

processing resources (Wickens, 1980).

The pattern of P3OOs obtained in the CM conditions provides a contrast

to the VM results. Consistent with previous findings, large P3OOs were

obtained in the practiced CM task (Iloffman et al., 1985; IIoffman, Nelson,

and llouck, 1983; Kramer et al., 1986, van Dellen et al., 1984). This
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suggests that attention was allocated to the processing of the CM stimuli.

One obvious question is whether our P300 results belie our interpretation of

the CM performance data as indicating that automatic processing did not

require attention. The pattern of P300s elicited in the dual task

conditions provide a resolution to this dilemma. As predicted, the dual

task P300s were relatively unaffected by priority and memory load

manipulations. This insensitivity of the P300 to task manipulations is

consistent with the obligatory, all-or-none nature of the automatic

attention response (e.g. rule 2). Additional evidence for this

interpretation is provided by an examination of the single task P3OO's. The

CM targets in the "ignore" condition of the Sternberg task elicited larger

P300s than the VM stimuli or the CM distractors suggesting that the Ct!

targets automatically attracted attention even when subjects were instructed

to ignore the Sternberg task.

The pattern of P300 amplitudes obtained in the single and dual task

conditions provides converging evidence for the attentional processes

presumed to underlie automatic and controlled processing. However, in

addition to supporting inferences drawn from performance data they have

enabled us to provide several new insights. First, the consistency of P300

amplitudes with predictions concerning the automatic attention response in

the CM conditions has allowed us to extend the examination of the intrusion

criterion of automa=iclty to dual task paradigms that do not require the

simultaneous processing of overt events from each task. This should provide

a useful tool for the decomposition of overlapping tasks that are primarily

cognitive in nature. Second, there has been a call from automaticity

theorists for a fine grained analysis of the attentional demands of

automatic and controlled processing (Logan, 1985, 1988b). The selective

sensitivity of the P300 to a subset of information processing components has
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enabled us to parse attentlonal resources in a manner that is consistent

with multiple resource models (Freidman and Poison, 1981; Sanders, 1983,

Wickens, 1980). In the present study, a portion of the performance

tradeoffs can be attributed to the limited availability of

perceptual/central processing resources. In a previous study in which a

step tracking task was paired with a memory search task, Kramer and Strayer

(1988) found performance tradeoffs in the absence of tradeoffs in P300

amplitude in both CM and VM dual tasks, suggesting that the two tasks were

competing for response related resources. These results suggest that the

joint use of performance measures and ERPs can provide a level of detail

which is difficult to achieve when either measure is used in isolation.

The ERP results obtained in the present study contrast with those

obtained in I[offman et al's (1985) investigation of the role of limited

capacity processes in automatic detection. In the Hoffman et al. study

subjects performed a CM memory search task concurrently with a dot detection

task. Subjects were trained until their memory search slopes were reduced

below 12.5 msec per item. Although the subjects" performance was consistent

with the reduced slope criterion of automaticity, decrements in performance

were obtained in the dual task conditions. Performance varied as a function

of task priority.

Within Schneider's (1985) developmental model of automaticity, such a

pattern of performnnce would be consistent with phase three processing.

Automatic processing would be employed with assistance from the limited

capacity controlled processing system. The pattern of P300s obtained in

Hoffman et al's study was also consistent with the characteristics of phase

three processing. P300 amplitudes varied with processing priority such that

larger amplitudes were associated with higher priorities. RT/P300 latency

ratio also increased with processing priority. These results were
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interpreted as evidence for the involvement of two limited capacity

processes in CM performance: one concerned with the formation of an episodic

representation of target occurrence and the other with the execution of

motor processes.

It is interesting to note that the ERP results that were obtained in

the CM conditions in the lloffman et al study were quite similar to the

results obtained in the VM conditions in the present investigation. The

apparent inconsistency between the CM ERPs in the }Ioffman et al. and the

present experiment can be resolved by an examination of the structural

aspects of the tasks employed in the two studies. First, the stimuli in the

present study were presented for a sufficient duration to enable subjects to

respond with a high level of accuracy in the single task conditions.

Presentation duration was adjusted in the IIoffman et al. study so as to

ensure 75% accuracy in the dot detection task. It has previously been

suggested that difficult discriminations may limit the asymptotic level of

automatization (Shiffrin and Dumais, 1981; Solomons and Stein, 1896).

Second, stimuli in the present study were presented sequentially at a fixed

spatial location, while subjects were required to process simultaneously

presented stimuli at different spatial location in the lloffman et al.

experiment. Given that the processing of CM targets is attention demanding

(e.g. automatic attention response, rule 2), simultaneous encoding should

result in dual task performance decrements (Shiffrin and Schneider, 1977).

This analysis of task structure suggests that the different levels of dual

task performance achieved in the two studies may be due to the limits

imposed by stimulus discriminability, the time course of stimulus

presentation, the spatial separation of task relevant events, and the level

of automatization. Thus, these structural factors appear to place limits on

the asymptotic level of automatization that can be achieved as a function of
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CM pract£ce.
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Footnotes

1 Much of the research that has been used to support the conclusion that

the P300 component is sensitive to perceptual/central processing activities

but not response related activities has been performed witin the additive

factors framework. For instance, McCarthy and Donchin (1981) found that

while stimulus discriminability and stimulus-response compatibility

influenced RT in an additive fashion, only stimulus dlsc[iminability

affected P300 (see also Ford et al., 1979; Kutas, McCarthy and Donchin,

1977; Magilero, Bashore, Coles and Donchin, 1984; Ragot, 1984; Strayer and

Wickens, 1987). The patterns of results obtained in these studies has been

interpreted as evidence that the P300 reflects the perceptual/central

processing dimension in Wickens's (1980) Multiple Resource Model.

2 Subjects received extensive dual-task practice prior to their

participation in the experiment. This was important because previous

studies have shown that time sharing experience is required even with well

automatized component tasks before minimal dual-task decrements are observed

(Bahrick and Shelly, 1958; Damos, Bittner, Kennedy and llarbeson, [981;

Schneider and Detweiler, 1988; Schneider and Fisk, 1982).

3 Single trial and average P300 latencies were also measured and analyzed

in the present study. IIowever, due to the length of the mansucrlpt and the

general similarity of the effects of the experimental manipulations on P300

latency and RT, the P300 latency results will not be discussed.

4 All post-hoe comparisons reported in this article are computed with the

Bonferroni t-test and are significant at p<.05.

5 Single trial P300 measures were also estimated at the Fz and Cz
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electrode sites, llowever, since the main effects were the same for these

sites as for the Pz site, only the Pz data will be reported.

6 It is important to note that the P300 values presented in table 3 and

Figures 5 and 6 have been obtained by computing the averages of measures

estimated on single trials by the cross-correlation procedure described

above. Another method of estimating P300 amplitudes and latencies is to

measure these values from average waveforms composed of all trials from a

single subject in each experimental condition. Previous research has shown

that these two techniques do not necessarily produce the same average values

(Callaway et al., 1984; Fablanl et al., 1987). This is especially true In

cases in which the variance in P300 latencies differs widely over

experimental conditions. For example, conditions in which P3OOs occur with

highly variable latencles will produce broader P300s with smaller amplitudes

than conditions with equivalent mean latencies but less latency variability.

This potential interaction between latency and amplitude suggests that

accurate measurements can only be obtained on the single trials. This

procedure has been used in the present experiment.

Given the length of the present manuscript we have decided not to

include figures of the raw average waveforms. Ilowever, these figures are

available upon request.

7 An alternative technique for determining if attention was allocated in

an all-or-none or graded ,nnnner is to examine the P300 amplitude de,lslty

functions to determine if they pass through a common (fixed) point. Falmagne

(1968) first noted the fixed point property of binary mixture distributions.

According to this property all linear comblnations of two partially

overlapping density functions (e.g., attended and unattended) must pass

through the same fixed point. Differentiating the P300 amplitude CDFs
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revealed that the fixed point property was not satisfied. Thus the P300

amplitude data are inconsistent with a model in which subjects allocate

attention in an all-or-none manner on the basis of priority instruction.

Rather, the data are consistent with the a model in which subjects"

attention is divided between the two tasks. According to this model,

attention is partitioned according to priority instruction.



TABLE I

Mean correct reaction times for single and dual task conditions in the

Sternberg and running memory tasks. The first number in the priority

designation refers to the running memory task, the second number refers to

the Sternberg task. CM refers to consistent mapping, VM indicates varied

mapping. SS refers to set size. Standard deviations are in parentheses.

Sternberg Targets

100/0 90110 50150 10190 0/100

CM SS1 *** 497 (51) 462 (38) 438 (17) 433 (46)
CM SS4 *** 528 (75) 513 (53) 478 (33) 476 (49)

VM SS1 *** 544 (63) 529 (57) 469 (72) 433 (59)

VM SS4 *** 718 (104) 697 (83) 701 (74) 626 (61)

Sternberg Distractors

I0010 90110 50150 10/90 01100

CH SSl *** 561 (68) 534 (55) 520 (18) 516 (66)

CM SS4 *** 582 (58) 543 (52) 559 (51) 538 (55)

VM SSI *** 611 (77) 587 (55) 540 (61) 496 (54)

VM SS4 *** 789 (135) 786 (141) 759 (102) 739 (73)

Running Memory Match

10010 9ollo 5o/5o io19o olIoo

CM SSI 424 (64) 436 (55) 438 (59) 486 (92) ***

CM SS4 414 (59) 453 (89) 420 (51) 513 (96) ***

VM SSI 408 (64) 455 (81) 461 (78) 491 (66) ***

VM SS4 411 (49) 531 (137) 578 (I06) 666 (86) ***

Running Memory Mismatch

10010 90110 50150 10190 0/100

CH SSl 511 (45) 500 (34) 526 (53) 554 (79) ***

CM SS4 477 (62) 530 (59) 515 (53) 567 (114) ***

VM SSl 493 (51) 537 (50) 529 (49) 548 (83) ***

VM SS4 486 (39) 617 (113) 638 (107) 704 (74) ***
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TABLE 2

Mean A" for single and dual task conditions in the Sternberg and running

memory tasks. The first number in the priority designation refers to the

running memory task, the second number refers to the Sternberg task. CM
refers to consistent mapping, VM indicates varied mapping. SS refers to set

size. Standard deviations are in parentheses.

Sternberg Task

100/0 90/10 50/50 10/90 0/100

CM SS1 *** .989 (.011) .993 (.007) .994 (.005) .996 (.OOA)

CM SS4 *** .983 (.010) .984 (.007) .986 (.011) .993 (.005)

VM SSl *** .949 (.028) .986 (.011) .982 (.020) .995 (.006)

VM SS4 *** .710 (.130) .902 (.078) .903 (.032) .966 (.011)

Running Memory Task

10010 90110 50150 i0190 O/lOO

CM SSI .981 (.011) .963 (.018) .978 (.012) .952 (.046)

CM SS4 .991 (.005) .975 (.007) .980 (.014) .950 (.044)

VM SSI .978 (.015) .956 (.019) .971 (.012) .942 (.046)

VM SS4 .982 (.007) .946 (.022) .912 (.037) .860 (.070)



TABLE 3

Mean P300 amplitudes for single and dual task conditions in the Sternberg

nd running memory tasks. The first number in the priority designation
a ...... emor _ task, the second number refers to _he Sternberg
refers to tne runnzn_ m
task. CM refers to consistent mapping, VM indicates varied mapping. SS

refers to set size. Standard deviations are in parentheses. The amplitudes

are in microvolts-

1oo/o 9o/1o

Sternberg Targets

50150 10190

CM SSI I0,6 (.I) 20.6 (.5) 21.7 (.5) 21.9 (.2)

CM SS4 11.3 (.3) 23.5 (.6) 24.2 (.4) 24.7 (.6)

VM SSI 8.1 4.2) 22.3 4.6) 23.8 (.6) 25.6 (.6)

VM SS4 8.7 (.5) 18.4 (.3) 19.0 (.3) 22.7 (.3)

o/1oo

27.2 (.8)

26.4 (.7)

26.2 (.6)
26.9 (.8)

10010

Sternberg Distractors

90/to 50/50 t0/90 o11oo

CM SSt 9.4 (.4) t8.2 (.5) 21.0 (.5) 20.3 (.4)
CM S34 9.7 (.3) 20.8 (.61 20.1 (.5) 21.3 (.5)

22.3 (.61
25.0 (.7)

VM SSI 9.3 (.3) 19.3 4.4) 21.t (.6) 22.[ 4.6) 22.7 (.7)

VM $34 9.9 (.4) 12.5 4.31 13.7 (.6) 17.2 (.3) 24.6 (.5)

toolo

Running Memory Match

90110 50150 _o/9o

CM SSl 27.6 (.7) 23.3 (.8) 23.2 (.5) 22.7 (.8)

CH SS4 25.3 (.7) 24.3 (.6) 23.5 (.6) 22.5 (.8)

VM SS1 27.1 (.6) 22.0 (.6) 22.0 4.8) 19.5 (.7)

VM 3S4 25.4 4.8) 21.2 (.4) 16.3 (.51 17.4 (.6)

o/too

8.6 (.5)
lO.8 (.3

8.7 (.2)
7.6 (.4)

Running Memory Mismatch

100/0 90/10 50/50 10/90 0/i00

614 SSI 26.3 (.61 26.8 (.9) 23.2 (.4) 23.2 (.6) 7.6 (.2)

04 SS4 26.2 (.77 22.3 (.6) 23.5 4.5) 21.6 (.7) 8.2 (.2)

VM SSI 24.7 (.77 23.4 4.6) 22.6 (.5) 21.4 (.8) 11.3 (.4)

VM SS4 23.5 (.5) 2[.0 (.6) 19.5 (.2) 16.9 (.5) 9.4 (.5)



Figure Captions

Figure I. A schematic representation of the temporal structure of the

Sternberg Memory Search task (top), the Recognition Running Memory task

(middle), and the combination of the two tasks in the dual task conditions

('bottom).

Figure 2. Latency adjusted ERPs averaged across subjects and recorded at Pz

for the Sternberg and running memory tasks. ERPs are presented for set size

4, VM and CM conditions for each of the priority levels.

Figure 3. Performance Operating Characteristics (POC) for RTs for both Cbl

and VM conditions. The cross-plotted points represent the means of the

Sternberg targets and the running memory match trials. Least squares

polynomial regression lines are fitted to the data for the CM and VM set

size 1 and 4 conditions.

Figure 4. Performance Operating Characteristics (POC) for A" for both CM

and VM conditions. The cross-plotted points represent the means of the

Sternberg targets and the running memory match trials. Least squares

polynomial regression lines are fitted to the data for the CM and VM set

size 1 and 4 conditions.

Figure 5. Performance Operating Characteristics (POC) for PS00 amplitude

for both CM and VM conditions. The cross-plotted points represent the means

of the Sternberg targets and the running memory match trials. Least squares

polynomial regression lines are fitted to the data for the CM and VM set

size i and 4 conditions.

Figure 6. P300 amplitude cumulative distribution functions for the

Sternberg VM set size 4 conditions at each level of processing priority.
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Abstract

Two studies were performed to examine the role of consistency in the

development and transfer of automatic processing. Subjects performed s

rule-based memory search task in which they compared multidimensional probes

to either one, two or three memory set rules. &esults indicated that

learning occurred in the absence of consistency at lower levels of cask

description (e.g. mappping of individual task components to responses) as

long as higher level consistencies existed in the task (e.g. consistent

mapping of task components to a conceptual framework). However, the

asymptotic level of this learning was modulated by the consistency with

which conjunctions of task components were mapped to decisions. High

positive transfer was obtained despite replacement of the exemplars of the

memory set rules, suggesting that learning was not specific to the items

encountered during training. On the other hand, the magnitude of positive

transfer was reduced when the rules were replaced suggesting that most of

the learning took place at the level of specific rules. Some evidence was

also obtained for more general process-based learning. The results o£ the

studies are discussed in terms of their implications for models o£ learning

and transfer.
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Rules and exemplars: The influence of level of consistency

on the development and transfer of automatic processing

In recent years a number of models have been proposed to account for

the quantitative and qualitative changes in performance that occur during

the acquisition of complex skills. A common element in these models is the

suggestion that conslstency among task components is necessary for the

development of highly skilled behaviors (LaBerge, 1981; Logan, 1985, 1988;

Neumann, 1984; Posner & Snyder, 1975). In one such model of skill

acquisition, Schneider and Shlffrln (1977) proposed that two different modes

of processing underlie performance (see also Shlffrln & Schneider, 1977).

Automatic processing, which develops as a result of extensive practice wlth

consistent stlmulus-response relations, is characterized as fast,

inflexible, difficult to suppress once learned, and not limited by short

term memory capacity or attention. Controlled processing occurs in novel

situations or in situations in which stimulus-response relations are

inconsistent over time. This mode of processing is characterized as slow,

serial and capacity limited.

The importance of consistency in the development of highly skilled

performance has also been stressed in other models of skill acquisition.

For example, Schneider (1985; Schneider & Det_eiler, 1987, 1988) has argued

that the consistency of stimulus-response relations has an important

influence on the strength of association between processing units in his

connectionist-control model of skill acquisition. The strength of the

connections between processing units, in turn, determines the degree to

which automatic processi_ will be exhibited. Logan (1988) has proposed

that automatization involves a shift from initial reliance on an algorithm

for performing a task to reliance on memory for past solutions. This

"transition occurs only after repeated exposures to a consistent set of task
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components. Anderson (1982), in his production model of skill acquisition,

has stressed the importance of consistency for the effective use of several

of his learning mechanisms. For example, the process o£ "composition"

occurs when a consistently used set of productions i8 collapsed into a

single meta-production. Another process, proceduralization, involves the

integration of consistent domain relevant information into a production.

Both of these mechanisms are proposed to improve performance by reducing

processing demands in working memory. Finally, MacKay (1982) has suggested

that consistent practice strengthens the association among nodes in a

hierarchial network that represents a stimulus at a number of levels of

abstraction. Activating a node at any level of the network primes connected

nodes and repeated activation increases the rate of priming per unit time,

resulting in a faster rate of output of motor responses.

Levels of Consistency and Skill Acquisition

Although the models of skill acquisition revleved above propose a

number of different mechanlsas to account for changes in performance with

learning, it is clear that each o£ these mechanlsms depends upon consistency

for learning to occur. However, it is often unclear what types and levels

o£ consistency are necessary for the development of automatic processes.

Duncan (1986) in a critical review of automaticity has sunmartzed this

problem by stating that, "... the important question is not whether mapping

is consistent, but at what level of stimulus description it is consistent,

and at what level consistency affects learning" (pg. 283). In the present

studies we examine the relative influence of different levels of consistency

on the development and transfer of learning. However, before we describe

the specific issues that we will address in our studies we will briefly

review previous investigations of the role of consistency in the development

o£ highly skilled behaviors.
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Visual and memory search paradigms have been extensively used in the

study of automaticlty. Within these paradigms consistency can be defined in

terms of (a) the mapping of stimuli to categories and (b) the mapping of

categories to physical responses, For example, a set of letters can be

mapped to "target" and "dlstractor" categories. If the stlmulus-to-category

mapping is consistent, one set of letters will always be designated targets

(e.g. letters A to I) and another set of letters will always be dlstractors

(eog, letters N to Z), in a varied mapping condition the letters will

exchange roles as targets and dlstractors over trials. Independent of the

stimulus-to-category mapping is the category-to-response mapping, In a

consistent category-to-response mapping condition one response will always

be made to targets (e.g. Joystick deflection to the left) while another

response will be made to dlstractors (e.g. Joystlck dsflectlon to the

right). On the other handp a varied category-to-response mapping condition

would involve a continual reversal of the mapping of categories to physlcal

responses over trials.

Several studies have evaluated _he relative influence of

stlmulus-to-category and category-to-response mapping on the development of

automatic processing in visual (Fisk & Schnleder_ 1984) and memory (Buckley,

Kramer & Straygr P 1988; Myers & Fisk. 1987) search tasks. The general

consensus of these studles is that the degree of consistency of stlmulus-to-

category mapping has a large impact on the development of automatic

processing j but the category-to-response mapping has little influence on the

rate of development or asymptotic level of automatic processing. However_

the responses in the tasks that have been examined have been relatively

simple. Future research will be required to determine if the ordering of

these types of consistency is maintained in tasks with more complex response

sequences, The studies hayer however_ provided strong support for the
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suggestion that automatic processing can develop for consistent components

of a task even when the entire task is not consistent (Jontdes,

Naveh-BenJamin & Palmer, 1985; Kramer & Strayer, 1988).

Ocher studies have suggested chat tasks which possess consistent

relations among task components and a response but are not consistent in

their mapping o£ individual components to responses also exhibit learning.

For example, Myers and Pisk (1987) instructed subjects to search for sets of

three letters arranged in a particular pattern (e.g. letters N, X and B at

the vertices of an imaginary triangle) in a 5 x 3 array o£ letters. In this

task specific letters were not consistently mapped to responses since the

letters were only responded Co as targets if they were in the specified

physical arrangement. Thus, consistency existed at the level of spatial by

letter conjunction and not at the letter to response level. Practice on the

cask resulted in a general speed-up in performance and a decreased memory

set size effect.

In another series of studies subjects per£ormed magnitude estimation

tasks in which they responded to either the highest or lowest digit in a

display (Durso, Cooke, Breen & SchvaneveldC, 1987; Fisk, Oransky &

Skedsvold, 1988). In this case although the ordinal relations among numbers

were consistent the stimuli were not consistently mapped to responses (e.g.

8 could be the:highest number on one trial, while 9 was the h_ghest number

on another trial). Consistent with criteria used to define automatic

processing, both sets:of investigators found decreasing RT*s and reduced

display size effects with practice. Other studies have also found evidence

for the development of automatic processing with consistencies at the level

o£ conjunctions of different features but inconsistent mappings at a feature

to response level (Eberts & Schneider, 1986; Fisk & Lloyd, 1988; Schneider &

Eberts, 1980; Vieria & Treisman, 1988).
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Transfer of Learning

It is interesting to note that at the levels of task description

discussed thus far, transfer of automatic processing to new stimuli has been

found to be rather poor. Eberts and Schneider (1986) obtained poor transfer

in a visual search task when highly practiced stimuli composed of

conjunctions of line orientation and position were rotated. Logan (1988)

found poor transfer to new words and nonwords in a lexlcal decision task and

to untrained letters in an alphabet arithmetic task. Brown and Cart (in

press) found poor transfer to different keys and keys sequences in a serial

response task. Finally, Shiffrin and Dumais (1981) obtained excellent

transfer in visual search performance when either the highly practiced

targets or dlstractors remained the same and were paired with items from

previously practiced varied mapping conditions or new items. However, when

either the targets or distractors were reversed transfer was poor. The poor

transfer exhibited in these studies is consistent with Logan's (1985)

argument that, "... automatization should result in very specific ways of

performing a task, which should provide a rather narrow generalization

gradient when transfer to other situations is tested (pg. 378; see also

Anderson, 1982; Logan, 1988; Neumann, 1984 for similar arguments). Thus, it

appears that subjects do not become better at performing these tasks in

general, but instead their performance improves for specific stimulus

configurations (e.g¶ search for specific numbersp lexlcal decisions with

particular words and non-words).

The rather specific transfer Just described may seem, at first glance,

to be at odds with the high degree of transfer observed in other domains.

For instance, high school students learn to apply the commutative (a+b =

b+a), associative (a+<b+c> = <a+b>+c) and distributive (a*<b+c> = <a'b> +

-<a'c>) laws when decomposing algebraic expressions. In this case, the
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algebralc laws are transferred to a wide range o£ numeric values.

Slmilarily, programmers learn to recognize a number of subroutines and

functions chat enable them to rapldly comprehend the structure and function

of computer programs (Adelson, 1981, 1984; McKelthen, Reitman, Reuter &

Hirtle, 1981). As with the algebraic example, the subroutines and

functions can be applied to a wide variety of situations with different

parameter values. Given these seemingly disparate transfer effects, it

seems important to ask what factor(s) are responslble for the differences.

The question o£ the amount of transfer that can be expected at a

conceptual or semantic level was empirically examined by Schneider and Fisk

(1984). In their experiments, subjects performed a visual search task in

which they indicated the position o£ a target item on a display. In the

consistently mapped condition target items were always selected from a

particular set o£ well learned categories (e.g. human body parts, colors,

animals) while distractors were selected from other categories. Performance

improved with practice such that RTs were insensitive to the number of

exemplars in a category. More importantly, however, was the positive

transfer obtained when subjects were required to perform the task with new

exemplars of the same cate_ories.1 On the other hand, transfer was poor

when new categories were introduced. Thus, in the case of category search

automatic processing was generalized beyond the stimuli that were practiced

as long as these new stimuli were members of the original categories.

Schneider and l_isk interpreted these data within a network model of

memory in which learning is reflected as the strengthening of connections

between linked nodes. More specifically, Schneider and Fisk suggested that

their results provide evidence for the strengthening o£ a link between a

context (experimental) node and a semantic category node or category feature

nodes. While the data reporte d by Schneider and Fisk provide important



/J-

J

Page 7

insights into the transfer of learning to new exemplars in a category search

task we believe that there are several difficulties for the interpretation

and generalization of the results.

First, while there are a number of obvious advantages to the use of

well learned taxonomic categories in the study of transfer of learnlng at a

conceptual level, there are also some disadvantages. For instance, while it

is reasonable to assume that the positive transfer to new exemplars was

based upon links to either category or feature nodes it is also possible

that some portion of the transfer can be attributed to extra-category

associations (Collins & Loftus, 1975; Gruenenfelder, 1986; Rosch & Mervls,

1975). An example of such an extra-category llnk would be the association

between cat and dog in the phrase, "They fight llke cats and dogs". In this

case it would be difficult to determine whether transfer was due to the

category structure (animals) or the coordinate relations. Thus, the problem

of extraneous associations reduces confidence in the argument that transfer

was due to category structure.

Second, even if we assume that transfer was based on the conceptual or

category structure, the use of taxonomic categories implies that the

transfer stimuli were well learned prior to the study. Thus, _rlthln this

context it is impossible to determine whether the conceptual structure of

the task will-support transfer to exemplars that conform to the "rule(s)"

but have not been pre-tralned. While the issue of pre-tralnlr_ of exemplars

is not a problem for:the demonstration of transfer on the basis of semantic

constraints, it limits the Eeneralizability of transfer to situations in

which subjects have already learned the entire set of exemplars.

Finally, since only high typicality exemplars were employed in the

Schneider and Fisk studies the "pool" of transfer items was rather small.

Thus, at present it is unknown whether the same degree of positive transfer
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Insert Figure 1 about here

Experimental Overview

In an effort to resolve the issues described above we employed

"artlflcal" rules and exemplars in our studies. This enabled us to avoid

the problem of extraneous associations and determine whether positive

transfer would be obtained when the universe of transfer items was both

large and untrained. Furthermore, the use of artlflcal rules and exemplars

allowed us to precisely control the amount of practice that subjects

received on the items prior to transfer. In addition to addressing these

issues our studies also enabled us to contrast a number of skill acqisition

models in terms of their predictions for transfer of learning. However, in

order to provide a context in which to examine these predicitions we will

first provide a brief description of our task.

In our studies, subjects are asked to decide whether complex visual

probes fit the description provided by 1p 2 or 3 "rules" given to them at

the start of each block of trials. The probe stimuli are composed of four

concentric rings and two numbers. The subjects must decide whether the

numbers and their positions in the rings fulfill the rules which take the

form, "1 ring apart .and outer ring > inner ring by 2 (see Appendix A for the

complete set of rules). Figure 1 presents two possible probes. The probe

on the top of the figure matches the rule above since the numbers are I ring

apart, the difference in value is _ nd the number in the outer ring is

greater than the number in the inne _ing. The probe on the bottom of

figure I is also consistent with one rule. The examples illustrate that

four pieces of information are necessary to perform the task: the spatial
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distance within the concentric circles, the numerical difference, the sign

of the numerical difference, and the mapping of these components to the

correct response. It is also important to mention that for half of our

subjects the numbers that were used in the probes for the training sessions

ranged from 0 to 4. For the other half of our subjects the numbers ranged

from 5 to 9.

After substantial training in the task subjects were transferred to one

of several conditions. In these conditions the rules could remain the same

and the exemplars could change, the rules could change and the exemplars

could remain the same, both the rules and exemplars could change, or both

the rules and exemplars could remain the same. Henceforth, the groups will

be referred to as R+N-, R-N+, R-N-, and R+,N+, respectively (R refers to

rule, N refers to number base, + indicates no change at transfer, -

indicates a change at transfer). The exemplars were changed by switching

the number base. Thus, subjects who were trained with the number base of 0

to 4 were switched to the numbers § to 9 while subjects who were trained

with the numbers 5 to 9 were switched to 0 to 4. Rules were changed by

selecting new rules from the set llsted in Appendix A.

An important question concerns the predictions that different models of

skill acquisition would make for the transfer conditions in our studies.

HacKay (1982)rproposed a model of skill acquisition in which the basic

components for organizing complex skills are represented as nodes in a

hierarchical network;2 As an example, MacKay outlined an action hierarchy

for sentence production. Three separate systems were described each with

several hierarchically organized nodes. The conceptual system was composed

of three nodes: the propositional concept node, the conceptual compound

node, and the lexlcal concept node. The phonological system was'represented

next in the hierarchy and was composed of syllable nodes, phonological
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compound nodes, phonological nodes and feature nodes. Finally, the auscle

movement system was composed of muscle movement nodes. Within such a system

practice was proposed to strengthen Inter-node associations in proportion to

the learning that had already taken place at different levels in the

hierarchy. Thus, for an adult most of the strengthening of Inter-node

associations would take place in the conceptual system since inter-node

associations in the phonological and muscle aovement systems are already

close co maximal strength.

In our cask ve can safely assume that college students were already

well practiced on each of the task components (i.e. deriving numerlcal

differences, determining the sign of numerical differences, comparing

spatial differences, and uak:tng simple responses). However, our subjects

were unskilled at conjoining the task components in the ways specified by

our rules. Thus, it would appear that F[ac_ay*s e_del would predict that

most of the Inter-node strengthening should take place at the level of the

conceptual system such that high positive transfer should occur as long as

the rules remain the same (R+N+ & It+N-). Since the individual components of

the task are already well learned changing the number base should not

influence the degree of transfer.

The predictions of high positive transfer to new exemplars (e.g. new

number base) can be contramted with predictions of relatively poor transfer

derived from Instance-Based nodels of skill acquisition. In the description

of his Instance theoiy Logan (1988) stated that, "Automattcity is specific

co the stimuli and the situation experienced during training. Transfer to

novel stimuli and situations should be poor" (pg. 494). Ctven that our

exemplars are considered to be the "stimuli experienced during training"

Lngan°s model would predict poor transfer when either the number base or the

rules are changed (changing the rules also changes the exemplars).
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Anderson (1982, also see Neves & Anderson, 1981) describes several

different learning mechanisms in his model of skill acquisition. In the

process of procedurallzatlon domain relevant information is integrated into

a production. When applied to our task procedurallzatlon can be interpreted

as the embedding of the information found in each of the exemplars into

their respective rules. Thus, the development of procedurallzatlon would

predict learning at the level of the exemplars. In the process of

composition productions that frequently co-occur are combined into a single

production. Within our task composition could be said to occur as subjects

integrate each of the task components (eog. checking numerical differences,

checking spatial differences, etc) into a single production. Thus, the

process of composition would predict learning at the level of the rules in

our study. Finally, Anderson proposed the process of _enerallzatlon in an

effort to encompass commonalltles among productions. Within our task

generalization could occur when subjects learned how to execute the "class"

of rules that they practiced during the training phase. Thus, the process

of generalization would predict transfer to slmilar rules. While the

Anderson (1982) model does not provide a framework for predicting which

type(s) of processes will be utilized for a particular task it does suggest

mechanisms for different types of learning° The evidence for these

mechanisms will be examined in the present studies.

Experiment l

Two main issues are addressed in this study. First, we examine the

level at which subjects learn the rule-based memory search task. The level

of learning, in turn, has important implications for transfer to new

exemplars and rules. As described above, several possibilities have been

suggested by different models of'skill acquisition. Two of these

"posslbilltles are addressed in this study: transfer that is specific to the
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prs-tralned exemplars and transfer that is specific to the pre-tralned rules

but independent of the exemplars.

In order to ex_umlne this issue subjects were transferred to new

exemplars after 12 two hour sessions of practice. A disruption in

performance following transfer would suggest "exemplar-speclflc" learning

and would be consistent with predictions of Instance-based theories (Logan,

1988) and learning mechanisms such as proceduralization (Anderson, 1982). On

the other hand, lack of a disruption in peformance would provide evidence

for rule-based learning and would be consistent with predictions of

hierarchical network models (MacKay, 1982; Schneider & Fisk, 1984) and

learning mechanisms such as composition (Anderson, 1982). Partial transfer

would suggest that both exemplar and rule-based learning had occurred. The

issue of transfer within and between rules is further examined in the second

study.

In addition to contrasting predictions derived from models of skill

acquisition our first study also extends Schneider and Fisk_s (1984)

examination of semantically based transfer by employing large and previously

untrained sets of transfer stimuli. This is accomplished by using

"artifical" rules and exemplars rather than well learned taxonomic

categories. The important question is whether transfer will extend beyond

semantic cat_ories to abstract conceptual tasks.

Finally, our first study examinee the effect of rule to response

consistency on the _ate and asymptote of learning. This accomplished by

contrasting two different training conditions. In one condition (consistent

rule to response mapping), a set of rules and their respective exemplars

always require the same response. Target rules and exemplars require one

response while distractor rules and exemplars require a different response.

In a second condition (varied rule to response mapping) the mapping of rules
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and their respective exemplars to responses is varied over trials. The

degree of "automaticity" achieved in both of these conditions is evaluated

by three different criteria: the change in memory search slope as a function

of practice, the degree to which learning conforms to a power function

speed-up, and the change in response variability with practice (Logan, 1985,

1988; Neve11 & Rosenbloom, 1981; Shiffrin & Dumais, 1981). Given Chat this

consistency manipulation influences rule/exemplar to response mapping and

not the mapping of exemplars to rules we predict that while the asymptotic

level of performance will differ in these conditions, the degree of transfer

will be independent of rule/exemplar to response mapping.

Method

Subjects

Eight rlght-handed persons (four male), aged 20 to 28 years were

recruited from the student population at the University of Illinois and paid

for their participation in the study. All of the subjects had normal or

corrected to normal vision. None of the subjects had any previous experience

with the experimental task. Each of the subjects participated in 18

experimental sessions.

Procedure

Subjects performed a variant of the Sternberg (1966) memory search

task. In each block of trials subjects (a) memorized either one, two or

three rules and (b) compared the 30 probe stimuli that followed the

presentation of the memory set to the rules, k choice reaction time

response was used to indicate whether the probes matched one of the memory

set rules. Subjects used the index finger of one hand to indicate that the

probe matched a memory set rule while the index finger of the other hand was

used to indicate a mismatch. Response hand was counterbalanced across



Page 14

subjects. The memory set was presented untll subjects pressed a key to

initiate the block. Probes were presented for 1O0O msec. ISis were 3 sec.

The memory set rules described the numeric and spatial relationships

between the numbers appearing in the target probes (see Appendix A for the

complete set of rules used in the study). The probe stimuli consisted of

four concentric rings and two nuabers_ presented in the center of the

dlsplay. Numbers could appear anywhere within the four rings. Figure 1

presents two probes, each of which is consistent with the rule: I ring

apart, inner ring > outer ring by 2.

Sixteen separate rules were used in the experiment. Eight rules were

assigned to the varied rule to response mapping (VlIRM) condition. The other

eight rules were assigned to the consistent rule to response mapping (CP.RH)

conditions (four target and four dlstractor rules). The rules were assigned

to the CRRH/VRRM and target/distractor conditions with the following

constraints: Ca) the number of exemplars for each rule set would be

approximately equal across experimental conditions and (b) the distances

(e.g. O_ I or 2 rings apart) and numeric differences (e.g. digits that

differ by I, 2 or 3) indicated by the rule8 would be matched across

experimental conditions. CRIM/VRIM and target/dlstractor rules were

counterbalanced across subjects. For half of the subjects the numbers that

were used in the rings for sesslon8 one through twelve were selected from 0

to 4. These subjects were transferred to the numbers 5 to 9 in blocks

thirteen through eighteen. The other four subjects started with the numbers

5 to 9 and transferred to 0 to 4.

It is important to note that the numbers and the position of the

numbers in the rings were variably mapped to responses across trials in both

the CR/IM and VRR/4 conditions. However, the rules were either consistently

(CRRH condition) or variably mapped (VRRH conditions) to responses across
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trials. Thus, in the CRRM conditions four rules were assigned as tarsets

and the other four rules were assigned as distractors. The assignment of

rules to target and distractor categories remained fixed across sessions in

the CRRM conditions. In the VRRH conditions, the assignment of rules to

target and distractor categories varied across experimental blocks and

sessions.

Each of the subjects participated in 18 experimental sessions.

Sessions lasted approximately two hours. During each session subjects

performed 35 blocks of 30 trials (1080 trials per session). Subjects were

presented with RT and accuracy feedback after each block of 30 trials.

Instructions emphasized both speed and accuracy.

Stimuli and Apparatus

The stimuli for the memory search task were presented on a IBM

monochrome monitor controlled by an IBM XT computer. Response timing was

accurate to 1 msec. Choice reaction time (CRT) responses were made with the

A and L keys on the IBM XT keyboard. The monitor was positioned

approximately 70 cm from the subject. Rules were presented in the center of

the monitor and subtended a visual angle of 6.5 dagrees horizontally and 1.3

degrees vertically. Probe stimuli were also presented in the center of the

monitor and subtended a visual angle of 5.7 degrees horizontally and 5.7

degrees vertically.

Design

The eucperimentel design was a _rfthin-subJect four-way factorial. The

factors were rule to response mapping condition (CRBM and VRBM), memory set

size (1, 2 and 3), response type (target and distractor) and phase (training

and transfer). Subjects participated in 12 sessions in the training phase

and six sessions after transfer to a different set of numbers. Trials were

blocked by response mapping and memory set size conditions. An equal number
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Results and Discussion

Figure 2 presents the mean correct RTs as a function of session,

mapping condition and memory set size. We will address first the data from

the training conditions (sessions 1 to 12). A five-way repeated measures

ANOVA (subjects x memory set size x rule to response mapping condition x

session x response type) was performed on the RT data.

Insert Figures 2 & 3 about here

Training sessions

The significant main effect for session (F(11,77)-226.1, p<.01)

confirmed the reduced &Ts vlth practice that can be seen in Figure 2. Haln

effects were also obtained for memory set size (F(2,14)=96.2, p<.01),

response type (F(1,7)=19.8, p<.O1) and mapping (F(1,7)=34.6, p<.01), _th

longer RTs for the larger meuory set sizes, distractors, and VRR/4

conditions. The significant three-way interaction among memory set size,

session and mapping condition (F(22,144)=5.5, p<.01) snggests that the

decrease in r_he memory set size effect with practice was larger in the CRRH

than the VP_4 conditions. This was confirmed by post-hot comparisons

performed on the uemo. ry set slopes for the CRIM and VRRN data in sessions I

and 12. 3 This reduction in memory set size slope with practice is one

criterion used to distinguish between automatic and controlled processing

(Schneider & Shtffrin, 1977; Shtffrin & Dumats, 1981).

The extent of the decrease in memory set slope for the CRRH and VRRH

conditions with practice can be s_en in Figure 3. Although the slopes for

CRI_ and VRRN conditions beganat essentially the same point in session 1,
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the asymptote of the CRRM slopes reached a lower value than the asymptote of

the VRRM slopes after 12 sessions of practice. The reduction in slopes wlch

practice for the CRRM and VRRM target conditions was 73% (205 to 55 msec)

and 60% (222 to 90 msec), respectively. The reductions for the CRRM and

VRRM distractor conditions was 83% (233 to 40 msec) and 54% (229 to 106).

The power functions that have been fit to the slopes indicate two additional

differences between CRRM and VREM rule to response mapping conditions.

First the R squared values suggest a better fit for the CRRM than the VRRM

conditions. Second, the intercept constants (e.g. 4.76 for CRRM targets,

78.74 for VPAM targets) indicate that the asymptotic slopes are

substantially smaller in the CRRM than in the VRRM conditions.

Insert Figures 4 & 5 about here

Figure 4 presents the nonparametrlc A" measure of detection sensitivity

as a function of session, memory set size, and mapping condition. A" is a

measure of the area under the receiver operating characteristic ranging from

• 5 for chance accuracy to 1.0 for perfect detection accuracy. A" is a

distribution free measure of sensitivity and is more appropriate than d*

when false alarm rates are low as in the case of the present study

(Calderia, 1980; Cra_, 1979; Green & Swets, 1966). A four-way repeated

measures ANOVA (subjects x session x rule to response mapping condition x

memory set size) wag performed on the A" data. A" was quite high in all

conditions. Howeverj A" was larger for the CRRM than the VERM conditions

(F(1,7)=27.6, p<.Ol), but thls difference decreased with practice

(F(IL,77)-8.3j p<.01). The difference in A° as a function of memory set

size (F(2,14)-25.6, p<.Ol) was la_er for the VRRM than the CRRM condltions

(F(2114)-6.4, p<.05).
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Figure 5 presents the mean RT standard deviations (SD) as a function of

session, mapping condiclon and memory set size. Consistent with previous

research (Ackerman, 1987; Fisk, McGee & Giambra, 1988; Meyers & Fisk, 1987;

Mowbray & Rhoades, 1959), a flve-way repeated measures ANOVA (subjects x

sessions x rule to response mapping x memory set size x response type)

performed on the RT SD8 indicated that trlal-to-trial variability was

reduced in the CRIU4 relative co the VRI_ conditions (F(1,7)=21.3, p<.01).

SDs also decreased as a function of experlmental session (F(II,77)-15.9,

p<.01) and with smaller memory set sizes (F(2,14)=35.5, p<.01). Hore

importantly, however, was the significant three-way interaction among

session, rule to response mapplng, and memory set size (F(22,144)=12.7,

p<.01), suggesting that the RT variability was reduced to a greater extent

in the CRI_ than in the VRIUq conditions as a function of practice and memory

set size.

Conslstenc with the findings of Dur8o et al. (1987) and Fisk etal.

(1988) the results obtained in the training sessions suggest that the

consistent napping of stimuli to responses is not critical for the

development of automatic processing glvem that subjects can capitalize on

higher-order consistencies in a task. This follows from the fact that while

the conjunction of cask components (e.g. numerical differences, spatial

differences, etc) was consistently napped to the rules in both CRRN and VPJ_H

conditions, the individual task components were not consistentlynapped to

responses. The learning curves (see figures 2 & 3) indicated that

significant gains in performance occurred in both CRRN and VRRN rule to

r_sponse napping conditions. However, as predicted, the asymptotic level of

performance in the task was dependent on the types of consistency available

to the subjects. Thus, the additional rule to response consistency

available in the CRIU4 conditions resulted in a substantially higher
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asymptotic level of performance than that obtained in the VRRN conditions.

Transfer sessions

The transfer condition (sessions 13 through 18) was included to

determine whether the level of performance attained in the CRRM and VRRH

rule to response mapping conditions could be attributed to the learning of

(a) the rules or (b) the exemplars or (c) some combination of rules and

exemplars. As described above, Instance theories predict that learning

should be specific to the items encountered durlr_ training (Logan, 1988).

Anderson's (1982) process of procedurallzation also suggests item specific

learnir_. Thus, while the mechanisms underlying learning differ in Instance

theory and procedurallzation, both predict that transfer to new exemplars

should be poor. On the other hand, hierarchical network models (MacKay,

1982; Schneider & Fisk, 1984) predict that learning should Cake place at the

level of abstraction that can benefit moat from practice. Since each of the

components of our task have already been well practiced by the subjects,

learning and transfer should occur at the level at which task components are

conjoined in the manner specified by our rules. Thus, high positive

transfer should occur despite changes in the exemplars.

In order to address the issue of transfer to a new set of exemplars two

different types of analyses were performed. In the first set of analyses

repeated measures ANOVAs were performed on the KT and A S variables. The

factors for the RT ANOVA were sessions (12 through 18), rule to response

mapping (CRRM & VRRM)', memory set 81ze (I, 2 & 3) and response type (targets

& dlstractors). The A S ANOVA included the 8esslon, mapplngp and set size

factors. These sets of analyses enabled us to compare performance in the

last session of training to performance in the sessions followi-g transfer.

For RT D the only significant effect involving the session factor was a set

size by session interaction (F(12,84)-2.8, p<.05). Post-hoc comparisons
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indicated that &T was elevated in session 13 for the largest set size.

Neither the main effect of session nor its interaction with ocher factors

reached significance for the A" measure. No significant effects involving

the session factor were obtained in an ANOVA on RT SDs.

In Table 1 we present another method of estimating the magnitude of

transfer to the new exemplars. The transfer score is given by the following

equation:

% Transfer = (RT(1) - RT(C)/RT(1) - aT(t-l)) * I00 (EQUATION I)

where RT(1) is the average RT in the first session, RT(c) is the average RT

in the first session followinE transfer, and RT(t-I) is the average RT in

the last session prior to transfer. The transfer score provides a measure

of the transfer savings (ntuaerator) relative to the amount learned prior to

transfer (denominator). Perfect positive transfer would equal 100. As can

be seen from the Cable, transfer exceeds 86Z in all of the experimental

conditions.

The transfer data are important in several respects. First, while

Schneider and Fisk°a (1984) results were important in establishing that

automatic processin E can develop for cate_ories, the generalizability of

their results to other forms of rule-based learning was limited since (a)

transfer was only demonstrated for previously well learned exemplars, (b)

the pool of transfer item was quite small, and (c) extraneous associations

could account for some portion of the transfer that was attributed to the

use of category structure/features. The results obtained in the present

study extend the generalizability of conceptually-based learning and

tr#nsfer to (a) situations in which exemplars have not been pre-trained, (b)

situations in which transfer items are selected from large sets (e.g. 145

items in the present study), and (c) situations in which extraneous

associations do not exist and therefore transfer can only take place if the
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rule(s)/category structure is employed.

On a practical note, our data tentatively suggest that the learning of

rule(s)/category structure can be transferred to novel circumstances In a

wide variety of real-world tasks. As an example, consider the task of a

preflight check of an aircraft in which a pilot verfies the integrity of s

number of aircraft systems in s prespecified sequence. Furthermore, assume

that our hypothetical pilot has Just transltioned from a 727 to a 737 and is

not familiar _rLth all of the knobs and dials in the new aircraft. Our

results suggest that as long as the pilot possess knowledge of the structure

of the preflight procedure that some portion of the expertise gained in the

727 will transfer to the 737 aircraft.

In addition to the practical implications, our data also provides

support for the predictions of the hierarchical network models (MacKay,

1982,; Schneider & Fisk, 1984) and learning mechanisms such as composition

(Anderson, 1982). High positive transfer to new exemplars (i.e. > 86%) was

obtained in all of the experimental conditions. While our data does not

rule out the possibility that some portion of the learning was

exemplar-specific (due to the less than perfect positive transfer) they do

strongly suggest that most of the learning took place at the level of our

rules.

The data also confizl our prediction that while the consistency of

rule/exemplar to response mapping influences the asymptotic level of

performance in the CRRM and VRRM conditions (Durso et al., 1987; Fisk et

al., 1988; Myers & Yisk, 1987), the degree of transfer is independent of

this difference in task structure. The magnitude of transfer was equivalent

in the CRm4 and VRRM conditions. This finding suggests a dissociation

between performance and learning. Thus, although subjects in the CRRN and

VRRH could be discriminated on the basis of their peformance, the transfer
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results indicated that both groups possessed equivalent knowledge of the

conceptual structure of the task.

Experiment 2

The results of the first experiment suggested that automatic processing

had developed for rules rather than for the multidimensional stimuli

(exemplars) that were employed in the training phase. This conclusion was

supported by the high positive transfer that was obtained in each of the

experimental conditions. However, stronger support would be provided for

our argument that automatlclty developed for rules rather than exemplars, if

poor transfer Co new rules were obtained. The second experiment was

designed to examine the relative costs of transfer to untrained rules and

exemplars.

Knowledge of the degree of transfer Co new rules would also provide

important information concerning the representation of the components of

skill that were being automatized. For examples poor transfer would suggest

Chat learning was specific to the rules that subjects had practiced and

would therefore be supportive of models of skill acquisition that postulate

the strengthening of specific associations among task components (Hackay,

1982; Schneider & Fisk, 1984). This pattern of results would also be

consistent with learning mechanisms such as composition (Anderson, 1982;

Naves & Anderson, 1981). On the other hand, evidence of any positive

transfer to untrained rules would suggest that subjects had developed a set

of procedures or processes that could be applied to a variety of similar

rules (Anderson, 1982, 1983; Flits, 1964; Neves& Anderson, 1981; Salthouse

& Somberg, 1982) and would be consistent _rith learning mechanisms such as

generalization.

In addition co examinir_ learning and transfer at the level of specific
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and general rules, the present study will also investigate further the

degree to _d_ich learning is exemplar-speciflc. In the first experiment,

high positive transfer was obtained when the rules were _alntalned and the

exemplars were replaced. However, transfer was less than perfect.

Therefore, it is possible that at least some of the learning was specific to

the exemplars. In the present study exemplar-speclflc learning will be

investigated by (a) comparing performance in the post-transfer R+N+ and R+N-

conditions, a systematic replication and extension of the comparisons in

the first study, and (b) comparing conditions in which both the rules and

the exemplars are replaced (&-N-) to conditions in which the rules are

replaced but the exemplars are maintained (R-N+). If both rule-speclfic and

exemplar-speclflc learning occurs then transfer to the R-N+ condition would

be expected to be worse than transfer to the R-N- condition, since exemplar

specific learning should provide response competition in the &-N+ condition.

In the first experiment three different criteria, decreased memory

search slope, decreased response variability, and a power function speed-up

in performance, were examined to determine whether subjects had achieved

levels of performance consistent with automatic processing. In this

experiment a fourth criterion, the reversal effect, has been added to the

three criteria examined in the first study. Shiffrin and Dumais (1981)

reported a study in which subjects were trained in a consistently mapped

visual search task until automaticity was achieved (also see Shiffrin &

Schneider, 1977; Fisk, Oransky & Skedsvold, 1988). At this point either the

target or the distractor items were reversed. The missing category of items

was replaced with either new items or items that were previously training in

a varied mapping paradigm. Transfer performance in this "half-reversal"

condition was equivalent to that obtained in a varied mapping control

condition. The results were interpreted in terms of a model of
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"automatic-attending" in which through training C_/ targets gain strength and

distractors lose strength relative Co VH items. When the CH targets

become distractors (e.g. following reversal) they attract attention and

therefore disrupt the search for the new targets. Similarly, when the

dlstractors become targets the VN items that become dlstractors attract

attention thereby disrupting performance. Shlffrln and Dumals suggested

that in order to avoid thls disruption subjects revert to a controlled

processing strategy.

In the present study our reversal of targets and dlstractors is

analogous to the half-reversal reported by Shlffrln and Dumals (1981) since

subjects appear to search for target exemplars and make a default response

when a dlatractor exemplar is present. This is a reasonable strategy since

subjects are never presented with distractor rules during training. Thus,

our reversal manipulation can be considered .to be similar to Shlffrln and

Dumals's condition in which new items become targets and the trained targets

serve as dlstractors after reversal. The use of the reversal manipulation

will enable us to examine a fourth criterion of automatic processing

(Shlffrln et al., 1984). 4

Method

SubJects

Thirty-two right handed persons (20 females), aged 18 to 32 were

selected from the student population at the University of Illinois and paid

for their participation in the experiment. A11 of the subjects had normal

or corrected to normal vision. None of the subjects had any previous

experience with the experimental cask. Eight subjects were randomly

assigned Co each of four groups. Subjects in Group I participated in 12

experimental sessions while subjects in groups 2 through 4 participated in 8

experimental sessions.
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Procedure

Subjects performed the same memory search task as in Experiment I with

the following exceptions. First, subjects performed only the consistent

rule to response (CRRM) variant of the memory search task. Thus, for each

subject the rules assigned to target and dlstractor categories did not vary

in the pre-transfer sessions. Four rules were assigned as targets and four

rules were assigned as dlstractors (see Appendix A for the set of rules used

in the experiment). Rules were randomly assigned to target and distractor

categories with the same constraints used in experiment I. Second, subjects

performed the same number of trials per session in experiment 2 as they did

in experiment I. However_ since only CRRM trials were performed in the

present experlment_ twice as many CRRM trials were completed per seselon in

experiment 2. Thlrd_ several different transfer conditions were examined in

experiment 2. For the first four experimental sessions subjects in each of

the groups performed in the same conditions. For each session subjects

performed 36 blocks of 30 trials (1080 trlala per session) with their

assigned set of target and dlstractor rules. The range of numbers which

could appear in the rules was also fixed in the first four experimental

sessions (e.g. either 0 to 4 or 5 to 9).

In session 5 three of the groups transferred to different conditions.

For one group of eight subjects the number base changed while the rule set

remained the same, For the second group of eight subjects the number base

stayed the same while the rules changed (e.g. a new set of 4 target and 4

dlstractor rules were selected). For a third set of eight subjects both the

number base and rules changed in the fifth session. Finally_ for the fourth

group of subjects the number base and the rules did not change in session

five. However, for this group of subjects target and dlstractor rules

reversed roles in session nine. These groups will be referred to as R+N-, R-
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N+, R-N- and R+N+, respectlvely (R refers to rule, N refers to number base,

+ Indicates no change at session five, - indlcates a change at session

five). Following transfer, subjects performed 36 blocks of 30 trials (1080

trials) in each experlmental session.

Stlmull and Apparatus

The stlmull and apparatus were identical to those employed in

experiment 1.

Design

The experimental design was a four-way factorial with one between

subjects factor (transfer group: R+N+, R+N-, R-N+, R-N-) and three within

subject factors comprised of memory set size (1, 2 and 3), response type

(tarEet and distractor) and phase (training and transfer). Subjects in

groups R+N-, R-N+ and R-N- participated in four training sessions and four

transfer sessions. The R+N+ subjects served as a non-transfer control

group. Thus, these subjects performed eight training sessions with the same

rules and exemplars. However, the target and dlstractor stimuli (both rules

and exemplars) for this group were reversed in session nine. Subjects

performed with this reversed stimulus set for four experimental sessions.

Trials were blocked by memory set size condltions. An equal number of

targets and dlstractors were presented in each block.

__ _ ii, n

Insert Figures 5 & 7 about here

Results and Discussion

Figure 6 presents the mean correct RTs for the target trials as a

function of practice, transfer group and memory set size. Figure 7 presents

the same information for the distractor trials. We will address first the
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data from the training sessions (blocks I to 8, with 2 blocks per session).

Tralnin_ sessions

Given that we were interested in evaluating performance as a function

of the type of transfer, it was important to demonstrate similar patterns of

learning across the four groups during the first four experimental sessions.

A flve-way repeated measures &NOVA (transfer group x subjects x practice x

response type x memory set size) on the mean RT data indicated that neither

the main effect for transfer group nor its interaction with other variables

was significant. Thus, groups did not differ on mean RT in the pre-transfer

sessions.

Consistent with the pattern of data in figures 6 and 7 there was a

significant main effect of practice (F(7,196)-83.2, p<.01) and response type

(F(1,28)-91.2, P<.01). Furthermore, the increased RTs with larger memory

set sizes (F(2,56)-168.7, p<.01) vere influenced by the amount of practice

on the task (F(14,392)-44.7, p<.01). The memory set slopes for targets and

distractors in the first session vere 80.3 and 83.7 asec, respectively,

These values vere reduced to 16.3 and 24.3 msec in the fourth experimental

session. Thus, consistent with experiment I, there was a substantial

decrease in the memory set slopes over the course of practice. The general

decrease in RT as a function of practice can be further illustrated by the

pover function _Its presented in Table 2. As can be seen from the table,

the R squared values suggest a good fit to the practice data across groups

and conditions. As vohld be expected, the power functions provide the best

fit to the data in the most difficult conditions (e.g. the larger memory set

conditions).

A repeated measures ANOVA (transfer group x subjects x practice x

response type x memory set size) performed on the RT SDs provided a pattern

of results similar to that found for mean RT. RT variability decreased as a
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function o£ practice (F(7,196)-55.9, p<.Ol) and increased with larger memory

sets (F(2,56)=68.8, p<.01). The interaction between practice and memory set

size was also significant (F(14,392)=15.3, p<.01) indicating that the memory

set effect decreased vlth practice. Neither the transfer group main effect

nor its interaction with other experimental variables was significant.

Insert Figure 8 about here

Figure 8 presents the nonparametric A* measures of detection

sensitivity as a function o£ transfer group and memory set size. A four-way

repeated measures ANOVA (transfer group x subjects x memory set size x

practice) was performed on the A_ data. Sign££1cant main effects were

obtained for practice (F(7,196)-7.6, p<.01) and memory set size

(F(2,56)=56.0, p<.01). The interaction between practice and memory set size

was also s/gnificant (F(lh,392)-4.6, p<.Ol) indicating a decreased memory

set effect with practice. Consistent with mean RT and RT variability

measures, neither the transfer group main effect nor its interaction with

other variables was significant.

The analysis o£ the training conditions suggest that subjects in the

four different groups performed equivalently prior to transfer. This

conclusion was supported by each of the dependent measures. Such a pattern

o£ data is necessary for the interpretation of the transfer effects. The

improvement in perfon_nce with practice as illustrated in figures 6 to 8

and table 2 provides evidence for the utilization of automatic processing in

therule comparison task. It is important to note that performance in the

fourth experimental session (blocks 7 & 8) is relatively stable. Thus, it

can be assumed that performance changes that result from transfer to new

rules and/or exemplars disrupt a well developed skill.
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Transfer sessions

Two separate transfers occurred in the present study. Following four

training sessions, three of the groups were transferred to new experimental

materials. The R+N+ group continued to perform the task with the same rules

and exemplars (control condition). The first transfer was conducted for the

following reasons. First, results from experiment I indicated high positive

transfer when the exemplars were changed and the rules remained the same.

The R+N- condition provides a replication of the first experiment. Second,

a comparison of the R-N+ and R-N- conditions enables us to evaluate further

the issue of exemplar-specific learning. If exemplar-specific learning did

occur then transfer to R-N+ would be expected to be worse than transfer to

R-N-, since exemplar-specific learning should provide response competition

in the R-N+ condition. Third, the issue of rule-specific learning will be

examined by comparing transfer in R-N+ and R-N- conditions to R+N+ and R+N-

conditions. Poor transfer to new rules would be consistent with hierarchial

network models of skill acquisition (MacKay, 1982; Schneider & Fisk, 1984)

while positive transfer to new rules would provide support for learning

mechanisms such as generalization (Anderson, 1982).

The second transfer involved only the E+N+ subjects and took place

after eight experimental sessions. At this time, the target and distractor

rules and exemplars were reversed. Thus, following transfer subjects were

instructed to switch their responses such that the old distractors would now

be responded to as targets and the old targets would be responded to as

distractors. Previous studies have found poor transfer in tasks that

utilized automatic processing when targets and distractors were reversed

(Shiffrin & Dumais, 1981). A finding of poor transfer in the present study

would provide additional evidence for the automatic processing of rules.

Rule/Number Transfer In an effort to evaluate the effects of the
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first transfer on performance a five-way repeated measures ANOVA (transfer

group x subjects x practice block x memory set size x response type) was

performed on the mean RTs from blocks 7 through 16 (e.g. two blocks prior to

transfer to the concluslon of session eight). The mean RTs are presented in

figures 6 and 7. Several significant effects involving the transfer group

factor were obtained. Transfer group interacted significantly with practice

(F(27,252)-18.0, p<.01) suggesting a differential transfer cost for the four

groups. Post-hot comparisons revealed that RT was slgnlflcantly longer in

the R-N+ and R-N- groups than in the R+N+ and R+N- groups after transfer

(blocks 9 to 16). There was no significant difference between the R-H+ and

R-N- groups or the R+N+ and R+N- groups. A significant interaction was also

obtained for group x memory set size (F(6,56)-8.1, p<.01). This effect was

qualified by a significant three-way interaction among practice, group and

memory set size (F(54,504)-6.7, p<.01). Post-hot comparisons indicated that

the interaction was due to elevated ETs for set sizes 2 and 3 for the R-N+

and the R-H- groups following transfer. For the R-N+ group the increase in

RT from the last block prior to transfer to the first block after transfer

was 82 and 124 msec for the set size 2 and set size 3 conditions,

respectively. The increase in RT for the R-N- group was 111 and 155 msec

for set sizes 2 and 3, respectively. The increased RTs for set sizes 2 and

3 did not sign£ficanCly differ in the R-N- and R-N+ conditions.

An ANOVA performed on the RT SDs produced a pattern of results that was

similar Co that obtained for mean RT. A significant three-way interaction

among group, practice and memory set size (F(54,504)-3.1, p<.01) suggested

an increase in RT variability for the R-N+ and the R-N- groups for memory

set sizes 2 and 3 following transfer. Finally, a four-way repeated measures

ANOVA (transfer group x subjects x practice block x memory set size) on A °

also revealed a significant three-way interaction among group, practice and
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memory set size (F(54,504)-3.3, p<.01). Post-hoc comparisons indicated that

the interaction could be attributed to a decrease in A" in set sizes 2 and 3

for the &-N+, R+N- and R-N- groups in the two blocks following transfer.

In table I we present another method of estimating the magnitude of

transfer to new rules and exemplars (see equation I). Several aspects of

the transfer scores are noteworthy. First, the finding of high positive

transfer in the R+N- condition is consistent with the results obtained in

the first study and provides additional evidence against the argument for

exemplar-speclflc learning. A comparison of transfer scores in R-N- and

R-N+ conditions is also consistent with this conclusion. We had suggested

that exemplar-speclflc learning would be expected to produce poorer transfer

in R-N+ than in R-N- conditions, since exemplar-speclflc learning should

produce response competition in the R-N+ condition. A comparison of the

transfer scores in table I indicates that this is not the case.

Second, transfer was significantly decreased in the conditions in which

the rules were replaced relative to conditions in which the same set of

rules was malntalned. Thus. consistent with hierarchlcal network models of

skill acquisition (MacKay, 1982; Schneider & Fisk, 1984) and the process of

composition (Anderson, 1982) these data suggest that a substantial portion

of the learning was rule-speclflc.

Third, it is interesting to note that although transfer was poorer when

the rules were replaced some positive transfer was obtained even in these

conditions. The pos_tive transfer obtained in the R-N+ and R-N- conditions

suggests that subjects were learning more than the individual rules. One

posslble explanation for the positive transfer in the R-N+ and R-N-

conditions is that subjects were learnlng a set of procedures or processes

that could be applied to a variety of similar rules. This arguement is

consistent with process-based models of skill development (Anderson, 1982;
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Sir_ley & Anderson, 1988; Salthouse & Somberg, 1982; Rabbitt, 1981) and in

particular with learning mechanisms such as generalization.

Another interpretation of these results is that the positive transfer

obtained in the &-N+ and &-N- conditions is due to the learning of the

experimental protocol (e.g. trying to understand the instructions, determing

which buttons to push, determining where to look on the screen, etc) rather

than the learning of generalized procedures for applying the rules. In

order to assess this possibility we re-calculated separate average &Ts for

the first and second half of the first block of trials. We then used the

average RT from the second half of the first block as RT(I) in Equation 1.

We assumed that since subjects had already performed 270 trials prior to the

beginning of the second half of the first block of trials that they would

have had sufficient time to learn the experimental protocol. Thus, if

positive transfer was obtained with the re-calculated scores it could be

attributed to the learning of generalized procedures for applying similar

sets of rules. The average transfer score across memory set conditions and

the R-N+ and R-N- groups was reduced from 66.5Z to 40.1Z when the average &T

from the second half of the first block was used as RT(I). Although this is

a substantial reduction in the magnitude of positive transfer, there was

still a significant amount of positive transfer remaining after our

correction. Thus, we conclude that while some of the positive transfer may

be due to learning the experimental protocol, a substantial portion of the

positive transfer in'the R-N+ and R-N- conditions may be atributed to the

learning of generalized procedures for applying the rules.

Insert Figure 9 about here

TarKet/Distractor Reversal Figure 9 presents the mean RTs as a
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function of block, memory set size and response type for the R+N+ group. As

can be seen from the figure there was a relatively large and sustained

disruption of performance following reversal of target and dlstractor rules

in block 17. A three-way repeated measures ANOVA (practice block x memory

set size x response type) was performed on the mean RTs for blocks 15 to 24

(two blocks prior to reversal to the end of the twelfth session). The

disruption of RT with the reversal of targets and dlstractors was confirmed

by the ANOVA (F(9,63)=17.5, p<.01). Post-hot comparisons indicated that the

RT disruption was significant for the first four blocks after reversal. The

increase in RT from the last block prior to reversal to the first, second,

chlrd and fourth blocks following reversal was 127, I00, 70 and 67 asec,

respectively. Furthermore, RT did not return to pre-raversal levels by the

end of the twelfth session. In addition to the main effect of block the

ABOVA also revealed a significant interaction of this variable with memory

set size (F(18,126)=6.0, p<.01). Post-hot comparisons indicated that the

reversal costs were significantly larger for set sizes 2 and 3 than they

were for set size 1 for the first three blocks following reversal of the

targets and dlstractors.

An ANOVA performed on the ET SDs revealed a similar pattern of results

to that obtained for mean RT. RT variability increased follo_rlng reversal

of the targets _nd dlstractors (F(9,63)=6.8, p<.01) and this increase was

larger for memory set sizes 2 and 3 than for set size I (F(18,126)=4.5,

p<.01). Finally, an ANOVA performed on the A" values revealed a main effect

of block (F(9,63)-4.1, p<.01) and a significant interaction between block

and memory set size (F(18,126)-2.6, p<.O1). Post-hot comparisons indicated

that the A° for memory sets 2 and 3 were reduced followir_ reversal.

Another method of estimating the "costs" of reversal is presented Table

I (R+N+, after reversal). As can be seen from the table, transfer is
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positive and approxlaate.ly 50% in each of the memory set conditions, While

the magnitude o£ transfer is lower than in condltlons in which the rules are

:aintained, transfer in the reversal condition is not significantly

different from that obtained in the R-N- condition (F(2,14)-1.2, p>.25).

The reversal effects are similar in magnitude to that obtained by

Shiffrin and Dumais (1981) and can be explained in ter:s of the activation

of the target rules and responses by the "new" distractors and the learning

of "new" target rules. When viewed in conjunction with the decreased memory

set slopes, decreased response variability, and the power function

improvement in performancep the reversal effect provides additional support

for the automatic processir_ of the rules.

General Discussion

One major goal o£ the present series of studies was the explication of

the role of consistency at different levels of task description in the

development of automatic processing. Performance measures obtained in-the

pre-transfer sessions of experiments 1 and 2 strongly suggest that automatic

processing can develop in the absence of consistency at lower levels of task

description as long as subjects can capitalize on h_gher-order consistencies

in a task. In the present experiments neither the numbers nor their spatial

positions within the four concentric rings were consistently mapped co

responses from trill to trial. RoweverD conjunctions of numeric differences
%

and spatial configurations were conststenly mappped across trials. Evidence

of automaticity was provided by power function learning, decreases in RT

variability, and decreased memory set slopes as a function of practice.

Additional evidence for the development of automatictty was provided by the

"reversal" costs obtained when targets and dtstractors were switched in

experiment 2.
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It is interesting to note that although automaticlty developed in the

absence of consistency at all levels of task description, the degree of

rule-to-response consistency had a substantial impact on the asymptotic

level of performance exhibited in experiment I. The reduction in memory set

slopes with twelve sessions of practice for the CRRM and VRRM

rule-to-response mapping conditions was 79Z (219 to 48 msec) and 57Z (226 to

98 msec), respectively. Furthermore, the intercept constants for the power

functions indicated that the asymptotic slopes were substantially smaller in

the CM than in the VM rule-to-response mapping conditions (e.g. 14 msec for

the 04 items, 89 msec for the VM items).

The patterns of results obtained in the pre-transfer sessions in

experiments I and 2 are consistent with Durso et al.'s (1987) suggestion

" absolute consistent mapping is not a necessary condition forthat, ...

improvements in performance and, by inference, for the development of

automaticlty" (pg. 229). Our results, however, have enabled us to go beyond

this claim by determlng the relative impact of different forms of

consistency on the rate of acquisition and asymptote of automatic processing

(see also Durso etal., 1987; Fisk and Lloyd, 1988; Fisk etal, 1988;

Schneider & Eberts 1980). In particular, our data suggest that learning

will occur in the absence of consistency at lower levels of task description

(e.g. sapping of individual task components to responses) as long as

subjects can capitalize on the higher order consistencies in a task (e.g.

mapping of conjunctions of task components to a conceptual framework).

However, the asymptotic level of this learning also appears to be modulated

by "the consistency with which conjunctions of task components are mapped to

decisions (e.g. CRRMvs. VERM).

A second goal of our studies was to examine how and to what degree

learning achieved in the training phase of the experiments was transferred
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to a number of new situations which included combinations of new or old

rules and exemplars. More specifically, we were interested in explicating

the mechanisms by which transfer occurred. To this end, we contrasted the

predictions of a number of models of skill acquisition.

Three different "classes" of models can be distinguished in terms of

their predictions for transfer. One class of models, exemplified by Logan's

(1988) Instance Theory, suggests that transfer should be specific to the

items encountered during training (see also Anderson's process of

proceduralization).5 Assuming that the most frequently encountered items in

our study were the exemplars, it would be predicited that poor transfer

should be obtained when the exemplars were replaced. However, the results

obtained in experiments 1 and 2 indicated high positive transfer to

situations in which the rules were maintained but the exemplars were changed

(e.g. R+N-). In addition, the finding of equivalent transfer in the R-N-

and R-N+ conditions of experiment 2 provided further evidence against the

exemplar-specific hypothesis. This follows from our argument that if both

rule-specific and exemplar-specific learning were occurring then transfer

would be expected to be poorer in the R-N+ than in the R-N- condition due to

response competition produced by the same exemplars in the R-N+ condition.

In sum, the results obtained in our studies strongly suggest the absence of

exemplar-specific learning in the rule-baaed memory search task.

Although exemplar-specific learning was not found in our studies there

seems to be ample evidence that it does occur in other situations. For

instance, we previously described a number of studies which found transfer

that was specific to the items encountered during training (Brown & Carr, in

press; Eberts & Schneider, 1986; $hiffrin & Dumais, 1981). Given these

apparently conflicting findings an.important question concerns the factors

that determine whether item-specific learning will occur.
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According to MacKay's (1982) hierarchical network model learnir_ and

therefore transfer will depend on the degree to which previous experience

and training has strengthened inter-node associations at different levels of

task description. MacKay argues that, "perfect transfer between two tasks

can only occur when the low-level, unshared (divergent) nodes for performing

the transfer task are already formed and extensively practiced" (pg. 500).

In the case of the present paradigm the low-level divergent aspects of the

training and transfer tasks were operations with a different number base.

While the number base employed at transfer was novel in the context of the

experiment our subjects had certainly practiced the same operations (e.g.

deriving numerical differences, determining the sign of the differences) in

other contexts. On the other hand, subjects did not have previous

experience conjoining the components of the task in the manner specified by

the rules. The high positive transfer obtained in the R+N- condition as

well as the reduced positive transfer obtained in the R-N- and R-N+

conditions suggests that much of the subjects learning did take place at the

level of conjoining task components in ways specified by the rules.

Therefore_ it appears that one factor which influences the degree to which

transfer will be item-specific is the amount of practice previously received

on the divergent aspects of the training and transfer tasks. In tasks such

as alphabet arithmetic transfer to "untrained" letters would be expected to

be poor since most subjects possess little previous experience performing

arithmetical operations with these stimuli (Logan, 1988).

It is important to note that while assumptions about previous

experience on different task components are relatively straightforward in

rule-based memory search and alphabet arithmetic tasks such would not be the

case with more complex tasks. Thus, a more formal approach to both task

decomposition and the assessment of previous learning will be necessary.
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Task analysis procedures such as Moran°s (1983) External/Internal Task

Analysis and Reisner*s (1981) Task Action Grammar have shown promise in

limited situations and may prove useful in the decomposition of a subset of

real-vorld tasks (see also F_teras & Poison, 1985; Moran, 1981).

A second factor that appears to influence the degree to which transfer

will be item-specific is suggested by results obtained by Schneider and Ftsk

(1984). In their studies the magnitude of transfer in category search

differed as a function of the number of items Chat represented each category

during training. Thus, while 60Z positive transfer was obtained when four

exemplars were used during training, transfer increased to 92Z with eight

exemplars in the training set. These results suggest that the activation of

category or category feature nodes may be influenced by the number and/or

variety of exemplars experienced during training. While such a suggestion

is speculative, it could be systematically examined in a paradigm such as

the rule-based memory search task.

In addition co examlning learning and transfer at the exemplar-specific

and rule-specific levels, the present studies also assessed the learning of

general procedures for applying rules. This issue was examined by comparing

transfer in conditions in which the rules were replaced (R-N- and R-N+) to

conditions in which the same set of rules were maintained following transfer

(R+N- and R+N+). Results indlcated Chat while the magnitude of transfer was

reduced when the rules were replaced as compared co conditions in which the

rules were maintained, :substantial positive transfer (i.e. 40.1Z after a

correction for experimental protocol learning) was still obtained. Thus,

these data are conslstenC with process-based models of skill acquisition

(Anderson, 1982; Stngley & Anderson, 1988; Newell, 1973; _abbttc, 1981)

which predict a general improvement in the ability to apply the type of

rules encountered during training. While our data suggest that subjects
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were learning more than the specific rules encountered durin E training, they

do not allow for a fine-grained analysis of the nature of the additional

learning. Therefore, an important question for future research concerns the

Eenerality of learnin E that occurs beyond the specific rules.

Another Eoal of our studies was to examine the generality of the

category transfer effect reported by Schneider and Fisk (1984). _n their

study practice with a subset of category exemplars resulted in high positive

transfer to other experimentally "untrained" exemplars from the same

category. On the other hand, transfer to out of category exemplars was poor.

_hile Schneider and Yisk's results were important in establishing that

automatic processing can develop for categories, the generalizability of

their results to other forms of rule-based learning was limited since (a)

transfer was only demonstrated for previously well learned exemplars, (b)

the pool of transfer items was quite small, (c) extraneous (non-category)

associations may have been responsible for some portion of the transfer

attributed to the use of category structure/features, and (d) the effects of

task load on transfer were not evaluated. The results obtained in our

studies suggest that the category transfer effect can be generalized to (a)

situations in which exemplars are untrained, and (b) to situations in which

these items are selected from large sets. Furthermore, our use of

"artifical" rules and exemplars has enabled us to discount the possibility

that transfer was due to extraneous associations between stimuli in the

training and the transfer sets. Finally, our ex_,ination of the effects of

processiuE load (i.e. memory set size, consistency of category to response

mapping; CRRMvs. VP.RM) on learning and performance suggests that while

these manipulations influenced the level of performance achieved on the

tasks, learning and transfer were relatively unaffected.
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Footnotes

I Transfer was measured as the relative improvement in RT by applying

the following equation: Z Transfer - (new category RT - transfer items

RT)/(new category RT - trained items RT) * I00.

2 Since MacKay*s (1982) model o£ skilled behavior represents a more

detailed network model than that proposed by Schneider and Fiak (1984) we

will use MacKay's theoretical £ramework to describe network model

predictions for our transfer data. However, predictions would be quite

similar for the Schneider and Fisk model.

3 All post-hot comparisons reported in this article are computed wfth a

Bonferroni t-test and are significant at p<.05o

4 It is important to note that most studies that have examined the

reversal effect have done so within visual search rather than memory search

paradigms (but see Logan, 1978). In fact, while the attention capturir_

interpretation of the reversal effect is plausible for visual search tasks,

it is more difficult to apply to memory search paradigms. However, recent

research in our laboratory (Kramer & Aretz, in preparation) suggests that

the automatic attention response (AAR) which is the basis of the attention

capturing hypothesis "primes" the target response in addition to attracting

attention. Thus, within a memory search paradigm the disruption produced by

the reversal can be explained in terms of priming of the incorrect response

(e.g. priming of the target response by the post-transfer distractora).

5 It is important _o note that while the examples and discussion

presented in Logan (1988) imply that instances are representations of the

itemd encountered during training, instances have also been proposed to

represent other aspects of tasks. Logan (in press) has stated that,

"Positive transfer should occur whenever propositions asserted in.one

context can Justify propositions to be asserted in another". If we assume
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that when our subjects encounter exemplars they assert the proposition,

"this item is/is not consistent with a memory set rule" then perhaps the

"instance" represents activation of the rule. While the suggestion that

instances can be propositions about interpretations of tasks and task

performance expands the appllcatlon of Instance theory to more complex

tasks, it also complicates the determination of an "instance" and therefore

the level at which learning occurs.
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Figure Capclons

Figure_ A graphic presentation of two dif£erent probe exemplars of

the rule; I ring apart, outer > inner by 2.

Figure 2 Hean correct RTs as a function of session, mapping condition

and memory set size for the target probes. SS is set size.

Figure 3 Heart RT memory set slopes as a function of mapping condition,

session and response type. Power law functions have been £1t to sessions I

through 12 and extrapolated to sessions 13 through 18. R squares are for

pover law fits for sessions I to 12. The values in the brackets are the R

squares obtained when the power lay functions derived for sessions I to 12

were £tC Co sessions I Co 18. Unfilled circles and dotted lines represent

the VRRM conditions. Filled circles and solid lines represent the CRRM

conditions. The power Iaw functions are:

-.60285 2

CRI_ target slope = 4.76 + 200N ,r = .98 (.96)

-.73540 2

VRI_ target slope - 78.74 + 143N ,r - .91 (.88)

-.86451

CRRM dlsCracCor slope - 22.35 + 211N

2

,r - .98 (.95)

-.96156 2

VRRM dtscracCor slope = 98.43 + 136N ,r - .87 (.80)

Figure 4 Mean A_ values as a function of session, mapping condition and

memory seC size.

Figure 5 Mean correct I_ standard devlaCions as a £uncclon of session,

mapping condlclon, and memory seC else for the target probes.

Figure 6 Mean correct RTs as a function of practice, transfer group and
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memory set size for the target probes. Two blocks of trials are presented

for each experlmental session.

Figure _ Mean correct RTs as a function of practice, transfer group and

memory set size for the distractor probes. Two blocks of trials are

presented for each experimental session.

Figure 8 Hean &" values as a function of practice, Crans£er group and

memory set size. Two blocks of trials are presented for each experimental

session.

Fi_ur.e_ Heart correct RTa and A's as a function of practice block,

memory set size and response type (for RT) for the R+N÷ group.



_/ Page 51

TABLE 1

Estimates of the "costs" for transfer for each of the

experimental conditions in experiments I and 2. Perfect
positive transfer - 100.

EXPERIMENT I

Condition Memory set size

One Two Three

CRP,H CT) 87.1 91.1 86.9

CRaM (D) 86.8 89.4 87.2

VRRM (T) 92.9 92.3 90.3

VP,I_ (D) 88.2 90.6 88.7

Note: T - target trials, D - dtstractor trials

EXPERIMENT 2

Group Hemory set slze

One Two Three

R+N+ 115.1 116.2 108.1

R-N+ 85.8 69.4 62.1

R+N- 81.7 91.0 92.5

R-N- 67.7 59.4 53.7

R+N+ 53.4 52.1 49.6
(after reversal)

Note: Transfer scores are collapsed across target and
distractor trials.
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TABLE 2

Power law fits to the training session mean RT data for each of the transfer

groups, separately for memory set condition (ssl, as2 and as3) and response
type (+ - targets, - - distractors).

--C

Power law equation: RT - a + b*N ; where N is the trial block, a is the
asymptotic RT following learning, b is the difference between initial

performance and asymptotic performance, and c is the rate of learning.

2

Condition r RMSD a b c

R+N+ ssl+ 0.92 II.4 598 190.8 0.52

R+N+ ss2+ 0.97 12.4 645 311.6 0.94

R+N+ $s3+ 0.98 11.3 658 372.9 0.99

R+N+ ssl- 0.91 10.9 583 147.7 0.76

R+N+ ss2- 0.98 11. I 624 292.7 1.11
R+N+ as3- 0.99 9.6 625 382.3 1.02

R-N+ ssl+ 0.89 13.3 643 163.1 0.66
R-N+ as2+ 0.99 8.7 682 346.7 0.86

R-N+ ss3+ 0.98 14.2 734 381.1 1.17
R-N+ ssl- 0.98 5.8 630 127.5 1.24
R-N+ ss2- 0.99 9.1 692 281.4 1.24
R-N+ as3- 0.99 I0. I 721 335.5 1.35

R+N- sal+ 0.77 18.9 575 183.0 0.44

R+N- as2+ 0.93 25.7 285 694.4 0.27

R+N- as3+ 0.98 16.6 602 505.3 0.81

R+N- ssl- 0.86 12.9 597 115.5 0.92

R+N- as2- 0.96 18 • 4 560 400.7 0 • 65
R+N- ss3- 0.99 11.1 630 430.1 0.96
R-N- ssl+ 0.90 10.8 649 115.1 1.04
R-N- as2+ 0.99 8.0 704 311,2 1.44

R-N- as3+ 0.99 1.9 696 376.4 1.21

R-N- ssl- 0.96 6.0 614 97.2 1.44

R-N- ss2- 0.99 6.2 664 287.7 1.39
R-N- as3- 0.99 4.8 668 366.9 1.23

Note: RMSD is r6oc mean squared deviaCion.
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Appendix A

Pules used in Experiments 1 & 2

(I) Same ring, digits differ by 1
(2) Same ring, digits differ by 2
(3) Same ring, digits differ by 3
(4) Same ring, digits differ by 4
(5) I ring apart, outer = inner

(6) I ring apart, outer < inner by I
(7) i ring apart, outer > inner by I
(8) I ring apart, outer _ inner by 2
(9) I ring apart, outer > inner by 2
(I0) I ring apart, outer _ inner by 3
(11) 2 rings apart, outer - inner
(12) 2 rings apart, outer _ inner by i
(13) 2 rings apart, outer > inner by I
(14) 2 rings apart, outer < inner by 2
(15) 2 rings apart, outer _ inner by 2
(16) 2 rings apart, outer _ inner by 3

Exemplars 2er rule

16
12

8
4

15

12
12

9
9

6
10

8

8
6
6
4
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Abstract

Memory-basedtheories of automaticlty were evaluated in a memory search task

by manipulating the memory set information contained in working memory.

Memory-based theories predict that performance which is automatic will not

require a representation of the memory set in working memory. The

information contained in working memory was manipulated by inserting an

interference task between the presentation of a memory set and a probe

stimulus in a memory search task. The interference task prevented

rehearsal, necessitating the retrieval of the memory set from long term

memory in variably mapped conditions. Performance in consistently mapped

conditions provided strong support for memory-based theories of

automaticity. As performance became more automatic (as indicated by

reductions in the effect of memory load), the effect of the interference

task was reduced. As predicted by memory-based theories of automaticity,

there was a temporal coupling in the reduction of these two effects with

consistent practice. Automaticity is viewed as a continuum reflecting the

relative contribution of the direct memory access of past solutions from

long term memory on performance.
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An Analysis of Memory-based Theories of Automaticity

The changes in human information processing accompanying the

acquisition of cognitive skill are of fundamental importance to the

understanding of human behavior. A large part of skill is thought to be the

development, integration, and coordination of a number of component

automatic processes (e.g., Kramer and Strayer, 1988; LaBerge and Samuels,

1974; Logan, 1985; Myers and Fisk, 1987). In recent years a number of

theories have been proposed to account for the quantitative and qualitative

changes that occur during the development of automatic processing (e.g.,

LaBerge and Samuels, 1974; Logan, 1988b; Neumann, 1984; Posner and Snyder,

1975; Shiffrin and Schneider, 1977).

In the theory developed by Shiffrin and Schneider (1977; Schneider and

Shlffrin, 1977) two modes of human information processing were

characterized. The first, controlled processing, represents a temporary

sequence of operations which are under the control of the subject, require

active attention, and are capacity limited. Controlled processing is used

in novel situations and in situations in which stimulus-response relations

are varied over time. Shiffrin and Schneider referred to this as varied

mapping (VM). The second mode of processing described by Shiffrln and

Schneider was automatic processing. Automatic processing is fast, often

insensitive to capacity limits, and is difficult to modify once initiated.

Automatic processing develops as a result of practice with consistent

stlmulus-response relations. Shlffrin and Schneider referred to this as

consistent mapping (CM). Consistency of practice is a necessary condition

for the development of automaticity (Logan, 1979; Schneider and Fisk, 1982).

An important issue for theories of automaticity, and one that is the
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focus of the present research, concerns the changes in human information

processing that underlie the development of automaticfty. A recent approach

to this issue views automaticity as a memory phenomenon (Logan, 1988a,

1988b; Schneider, 1985; Schneider and Detwefler, 1987, 1988). According to

memory-based theories, automaticity involves retrieving information from a

knowledge base established through practice. Initial performance is limited

by a lack of knowledge and the development of automaticfty is the result of

an increasing knowledge base which facilitates memory retrieval.

The memory-based theory proposed by Logan assumes that "each encounter

with a stimulus is encoded, stored, and retrieved separately" (Logan, 1988b,

p. 493). According to Logan's instance theory, the development of

automaticfty reflects a transition from the use of a generic set of

cognitive procedures (i.e., an algorithm) to the reliance on a direct memory

access of past solutions. Instance theory postulates that performance is

determined by the outcome of a race between a computational algorithm and

the direct memory access. Initially, the algorithm is more rapid and

reliable and dominates performance. However, after a number of trials

(which form multiple instances in memory), the direct memory access finishes

prior to the algorithm and dominates performance. The direct memory access

speeds up because the minimum retrieval time decreases as the number of

instances in memory increases.

Schneider (1985; Schneider and Detweiler, 1987, 1988) also proposed a

memory-based theory of automatlcltyo Unlike Logan's instance theory,

Schneider's is a strength theory. According to this view, consistent

practice serves to strengthen the input-output relations. Following

consistent practice, accessing the trace is more rapid, accurate, and

reliable than the algorithm. In contrast, because the input-output
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relations vary under VM practice, the trace is so weak that the algorithm

finishes prior to the direct memory access. Thus regardless of the amount

of VM practice, subjects must rely on a controlled processing mode (i.e.,

the algorithm).

The purpose of the present research was to test the hypothesis that the

development of automatlclty reflects a transition to a direct memory access

of past solutions from long-term memory. A common theme of memory-based

theories is that performance is determined by a race between a computational

algorithm and a direct memory access of past solutions. The rationale

underlying the present research was that factors which initially affect the

algorithm should have progressively less of an effect on performance as the

speed of the direct memory retrieval increases. At asymptotic levels of

automatic performance, factors which affect the speed of the algorithm

should have no impact upon performance. This follows because asymptotic

performance should be determined solely by the direct memory access. The

present research adopted a memory search task to test these predictions.

Memory search tasks are well suited for this test because the memory

comparison algorithm requires that the memory set be available in working

memory.(1)

Wickens, Moody, and Dow (1981) developed a method for manipulating the

status of the memory set in working memory. In "primary memory" conditions,

subjects performed a standard memory search task. In "secondary memory"

conditions subjects also performed a memory search task; however, between

the presentation of the memory set and the probe stimulus an interference

task was inserted which prevented rehearsal of the memory set. Without

rehearsal, the memory set was purged from working memory and had to be

retrieved from long term memory. Wickens et al., (1981) argued that



Memory-BasedAutomaticity

6

secondary memory conditions differ from primary memory conditions by the

insertion of a retrieval process prior to the memory comparison process (see

also Strayer, 1989; Wickens, Moody and Vidulich, 1985). This interpretation

was based upon the assumption that the memory set items must be retrieved

from long term memory prior to the execution of the memory comparison

algorithm (cf. Wicken8 et al., 1981, 1985).

Evidence in support of the hypothesis that automatization reflects a

transition from an algorithm to a direct memory retrieval of past solutions

would be obtained if asymptotic automatlc performance in a memory search

task does not require a representation of the memory set to be present in

working memory. This follows because the status of the memory set in

working memory should affect the algorithm, but not the direct memory

retrieval of past solutions. To manipulate the status of the memory set in

working memory, we adopted a modified version of the Wickens et al., (1981;

1985) procedure. It was predicted that asymptotic CM performance should be

insensitive to factors which influence the speed of the algorithm, such as

the primary-secondary memory manipulation, because asymptotic performance

should be completely dependent on the direct memory access of past

solutions. In contrast, subjects must rely on the algorithm throughout

training in VM conditions since VM training does not lead to automatic

processing (Schneider, Dumais, and Shiffrln, 1984). Thus factors which

affect the speed of the algorithm should not be modified by VM practice.

The remainder of this paper is orEanized into two sections. First, a

series of Monte Carlo slmulations are performed which derive a number of

predictions from memory-based theories of automatlclty. The simulations

model performance in Wickens" primary-secondary memory procedure as a

function of consistent practice. Second, the predictions derived from the
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simulations are experimentally evaluated.

Simulations

The purpose of this section is to derive predictions from memory-based

theories of automatlcity. This was accomplished by performing a series of

Monte Carlo simulations which contrast performance in primary and secondary

memory conditions as a function of CM practice. The simulations model

performance in Wickens _ (Wickens et al., 1981; 1985) primary-secondary

memory procedure using memory loads of 2 and 4 items. The manipulation of

these factors simulate the critical conditions in the experiments to be

described below.

Performance was modeled as a race between a direct memory access of

past solutions and a computational algorithm. To model the race,

hypothetical finishing time distributions were generated for the direct

memory access and a memory comparison process (i.e., the algorithm).

Performance on each trial was determined by the faster of the two processes.

By varying the parameters of the algorithm and the direct memory access, the

dynamics of the race can be examined.

Method

To perform the simulations, approximations of finishing time

distributions generated by the algorithm in primary and secondary memory

conditions were needed. The finishing time distributions were approximated

by normal distributions. Three relationships between memory load and

primary-secondary memory on the algorithm were simulated. The first assumed

that the effects of memory load were smaller in secondary memory than in

primary memory. The simulated underadditivity represents a condition in

which the memory retrieval and memory comparison processes partially overlap

(e.g., Stanovich and Pachella, 1977). The means and standard deviations (in
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2 and 4, respectively. For secondary memory, the means were 550 (150) and

600 (167) for memory loads 2 and 4, respectively. The second set of

simulations assumed that the effects of memory load were equivalent in

primary and secondary memory. This simulated additivity represents a case

in which the memory retrieval and memory comparison processes are serial and

independent (e.g., Salthouse, 1981; Sternberg, 1969b). Wickens et al.,

(1981, 1985) provides evidence for this type of relationship. The means and

standard deviations were 450 (75), 525 (I00), 550 (150), and 625 (175) for

primary memory loads 2 and 4 and secondary memory loads 2 and 4,

respectively. The third set of simulations assumed that the effect of

memory load was greater in secondary memory than In primary memory. This

pattern of overadditivity might be indicative of a serial transfer of the

memory set items from secondary to primary memory followed by a serial

comparison process (but see Townsend and Ashby, 1983). Sternberg (1969a,

Exp. 5) provides evidence for this type of relationship. The means and

standard deviations were 450 (75), 525 (I00), 550 (150), and 650 (183) for

primary memory loads 2 and 4 and secondary memory loads 2 and 4,

respectively. The manipulation of the additive/interactlve nature of memory

load and prlmary-secondary memory was included to demonstrate that the

principles derived from the simulation hold across a wide range of

theoretically distinct algorithm parameters.

The single-step direct memory retrieval finishing times were estimated

by factorially manipulating 3 parameters: the mean of the memory

distribution, the standard deviation of the memory distribution, and number

of instances in memory. On each trial, a distribution of memory retrieval

times was generated. The model assumed that the probe activated N memory
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traces, resulting in a N simulated finishing times.(2) The minimum of

memory finishing times (M) was used to estimate that fastest direct-memory

retrieval. This minimum was compared to a random sample from the algorithm

distribution (A). Performance on each trial was determined by comparing the

minimum of the memory distribution with the algorithm finishing time. If

the algorithm was faster than the minimum of the memory distribution, then

performance was determined by the algorithm. If the minimum of the memory

distribution was faster than the algorithm, then performance was determined

by the direct memory access. Ties went to the algorithm. Thus on each

trial RT = minimum (A, minimum(Ml, M2, ... Mn)), where: A is the algorithm

finishing time, and M(i), i=l, n are the memory finishing times. For each

of the simulated conditions, I000 observations were generated.

Results

The results are organized into three sections on the basis of the

parameters which were factorially manipulated to estimate the memory

finishing time distributions. Table 1 presents the simulated mean RT as a

function of the number of instances in memory. The data in Table I are

averaged over the other two parameters of the memory finishing time

distribution (i.e., the mean and the standard deviation). This procedure is

analogous to computing the main effect of a variable in Analysis of

Variance. Simulations are presented for memory loads 2 and 4 in primary

memory conditions and for three secondary memory conditions, reflecting an

underadditive, additive, or overadditive relationship between the effects of

memory load in primary and secondary memory. Inspection of Table 1 reveals

that both the effect of memory load and primary-secondary memory diminish

with CM practice. For example, in the additive primary-secondary memory

condition, the initial effect of memory load averaged 77 ms and the primary-
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secondary memory effect averaged 104 ms. Following 400 trials of practice

(I00 in each simulated condition) the effect of memory load averaged 12 ms

and the average primary-secondary memory effect was 8 ms. Thus the effects

of memory load and primary-secondary memory are substantially reduced

following CM practice. This is consistent with the hypothesis that

automatic performance of the memory search task does not require a

representation of the memory set in working memory. This follows according

to memory-based theories because asymptotic performance is governed by a

direct memory access of past solutions. Therefore, the status of the memory

set in working memory should not have an impact on performance.

Insert Table 1 about here

The probability that the direct memory access finished prior to the

algorithm [ p(M < A) ] as a function of the number of instances in memory is

also presented in Table I. Perusal of Table I reveals that as the number of

instances in memory increasesj p(M < A) increases. This effect holds for

all the simulated primary and secondary memory conditions. The increase in

p(M < A) and the decrease in mean RT are a consequence of the minimum of the

direct memory access decreasing as the number of instances in memory

increases (cf. Logan_ 1988b)o

So far the simulations have demonstrated that the effects of memory

load and primary-secondary memory are substantially reduced following CM

practice. A related issue concerns the time-course of the changes in these

two effects as a function of training. Does the reduction in the effect of

memory load lead or lag the reduction in the prlmary-secondary memory

effect? Memory-based theories predict a temporal coupling of these two
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effects because both are driven by the same mechanism (i.e., a speedup in

the direct memory access as the number of instances in memory increases,

resulting in a greater proportion of trials in which performance is

determined by the direct memory access).

To examine the temporal coupling issue the average effects of memory

load and primary-secondary memory as a function of practice were computed.

These effects are presented in Table 2. Both effects show a considerable

reduction with practice. The practice effects for each of the simulated

conditions were fit to power functions using the parameter estimation

algorithm STEPIT (Chandler, 1965). Equation I presents the general form of

the power function.

where

-C

RT = A + B (X) (I)

A is the asymptotic performance

B is the amount to be learned

C is the rate of learning

X is the amount of practice

The parameters for these fits, reported in the bottom portion of Table 2,

account for over 99.8% of the variance, suggesting that the improvements

with practice are well characterized by power function learning (cf., Newell

and Rosenbloom, 1981).

By comparing the point at which each practice curve reaches asymptote

(i.e., the A parameter of Equation I), one can estimate the temporal

relation between the reduction in the effects of memory load and

primary-secondary memory with practice. Comparison of the A parameter
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presented in the bottom portion of Table 2 with the RT differences presented

in the upper portion of Table 2 reveals that both effects of memory load and

prlmary-secondary memory reach asymptote with approximately the same amount

of practice.

Insert Table 2 about here

Table 3 presents the effects of manipulatiDg the standard deviation of

the memory finishing time distribution on the probability that the direct

memory access finished prior to the algorithm, p(M < A). Also included in

Table 3 are the predicted memory set size slopes as a function of the

standard deviation of the memory finishing time distribution. Inspection of

Table 3 reveals that as the standard deviation of the memory finishing time

distribution increases, p(M < A) increases monotonically. This effect holds

across all primary and secondary memory conditions. Further inspection of

Table 3 reveals that the memory set size slopes decrease monotonically as

the standard deviation of the memory finishing time distribution increases.

The decrease in the slope and the increase in p(M < A) are the result of a

decrease in the minimum of the memory finishing time distribution as the

standard deviation of the direct memory access increases.

Insert Table 3 about here

The effects of manlpulatlng the mean of the memory finishing time

distribution on p(M < A) and the memory set size slopes are presented in

Table 4. The organization of Table 4 is similar to that of Table 3.

Inspection of Table 4 reveals that as the mean of the memory finishing time
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distribution increases, p(M < A) decreases and the memory set size slope

increases. This holds for all primary and secondary memory conditions.

These effects are due to an increase in the minimum of the memory finishing

time distribution as the mean of the distribution increases.

Insert Table 4 about here

Discussion

The simulations produced several noteworthy effects. First the

simulations demonstrated that asymptotic CM performance was insensitive to

the manipulations of memory load and primary-secondary memory. This

suggests that manipulations which affect the memory set information in

working memory do not interfere with automatic processing in a memory search

task. This follows, according to memory-based theories, because asymptotic

CM performance is governed by a direct memory access of past solutions. The

status of the memory set in working memory should not have an impact on

performance because the memory comparison algorithm loses all (or most) of

the races with the direct memory access.

Second, the simulations demonstrated that the reduction in the primary-

secondary memory effect is temporally coupled to the reduction in the effect

of memory load. Both effects decrease as a power function of practice. The

temporal coupling reflects the fact that the two effects are driven by the

same mechanism. Namely, an decrease in the direct memory access finishing

time as the number of instances increases, resulting in an increase in the

probability that the direct memory access finishes prior to the algorithm.

Third, the effect of memory load was smaller in secondary memory than

in primary memory conditions and the probability that the direct memory
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access finished prior to the algorithm was greater in secondary memory

conditions. These two effects were due to an increase in the duration of

the algorithm in secondary memory conditions. In short, the direct memory

retrieval of past solutions wins the race more often in secondary memory

than in primary memory because the competitor (i.e., the algorithm) is

slower in secondary memory conditions. Only when the direct memory

retrieval of past solutions wins all the races against the algorithm will

the probability that the direct memory access finishes prior to the

algorithm be equivalent in primary and secondary memory conditions,

reflectir_ a true zero slope. This marks the point at which performance is

no longer dependent on the status of the memory set information in working

memory, At such time, performance of a concurrent task in working memory

may be perfectly time-shared with the CM task. This would be particularly

true if the concurrent task initially competed for the same resources as the

algorithm and if the algorithm dropped out altogether once memory won all

the races,

Fourth, the probability that the direct memory access finished prior to

the algorithm was greater for memory load 4 than memory load 2. The

increase in processing time with the larger memory load slowed the algorithm

and increased the probability that direct memory access won the race. This

finding is consistent with Schneider's (1985) stage two processing, where

the RT memory load function becomes negatively accelerated with moderate

levels of consistent practice. The reduction in the RT memory load function

at the higher memory loads is due to the increased probability that the

direct memory access determines performance.

The results of the simulation suggest a general princlple of

memory-based theories: As the algorithm is slowed, by manipulations of
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primary-secondary memory or memory load, p(M < A) increases. Thus increasing

the difficulty of the algorithm, delaying the algorithm, or embedding the

algorithm in a dual-task which competes for shared resources (Wickens, 1980)

should result in more automated (memory-based) performance.(3)

Experiment 1

The purpose of this experiment was to empirically test the predictions

of memory-based theories of automaticity derived from the Monte Carlo

simulations described above. More specifically, we focused on two major

issues: I) the predictions for asymptotic performance and 2) the temporal

relationships of the changes in performance with practice. The Monte Carlo

simulations demonstrated that memory-based theories of automaticity predict

that asymptotic CM performance will be equivalent in primary and secondary

memory. Furthermore, the reduction in the effect of primary-secondary

memory should be temporally coupled with the reduction in the effect of

memory load.

The present experiment manipulated stimulus-response mapping (CM vs

VM), primary-secondary memory, memory load (2 vs 4), and response type

(target vs distractor). It was predicted that asymptotic CM performance

would be insensitive to the effects of memory load and primary-secondary

memory. Moreover, the reduction in these two effects were predicted to be

temporally coupled. In contrast, the effects of memory load and

primary-secondary memory were predicted to remain relatively constant

throughout VM practice.
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Method

Subjects

Twenty-two subjects (11 female), age 18 to 32 participated in the

experiment. Subjects had normal or corrected-to-normal vision. Each

subject participated in nine 30-minute sessions over a one-week interval.

Subjects were paid $3.50 per hour for their participation.

Stimuli

The memory set items were selected from I0 semantically nonoverlapping

categories (Collen_ Wickens, and Daniele, 1975). The exemplars for each of

the categories were 8 high associate 4 to 7 letter words (Battig and

Montague, 1969). The stimuli were presented in the center of the display

with an approximate visual angle of 1.5 degrees horizontally and 0.5 degrees

vertically. The stimuli used in the interference task (i.e., recognition

running memory) were the digits I to 9. Digits were selected randomly. The

digits were presented in the center of the display with an approximate

visual angle of 0.3 degrees horizontally and 0.5 degrees vertically.

Apparatus

The experiment was performed on an IBM XT, with a quadram EGA card

which permitted cursor control and synchronization. The stimuli were

displayed on an IBM monochrome display. Subjects indicated their responses

to the memory search and recognition running memory stimuli by pressing the

"Z" key with the left index fln_er and the "/" key with the right index

finger on the keyboard of the

Procedure

Figure I presents a

procedure.

:omputer.

sic representation of the experimental

Each trial w_ comprised of the following events. A memory set
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was presented until subjects pressed a key to initiate the trial. The

display was then blanked for 1500 msec. One of two conditions then

followed. On half of the trials subjects performed a recognition running

memory interference task which prevented rehearsal of the memory set. On

the remaining trials the interference task was omitted. An asterisk was

then presented as a temporal cue 500 msec prior to the onset of the probe

stimulus. The memory search probe was presented until subjects responded or

until 3000 msec had elapsed. RTs were accepted if they occurred between 150

and 3000 msec following probe onset. Feedback of response accuracy was

provided following each trial.

Insert Figure i about here

The recognition running memory interference task was performed in the

interval between the presentation of the memory set and the retrieval cue.

The task consisted of a series of 15 digits presented successively for 200

msec, with an interstimulus interval of I000 msec. The subjects task was to

press one key if the digit presented on trial N matched the digit presented

on trial N-2 and another key if it did not match the item. It is important

to note that each stimulus served as a probe in the recognition task, and

subsequently served as a template against which digits presented two trials

later were compared. For subjects to successfully perform the task, it was

necessary for them to maintain the last two digits in memory. Digits were

chosen randomly, with the constraint that mismatch stimuli occurred twice as

often as match stimuli. Subjects were given I000 msec to indicate their

response. Instructions emphasized both speed and accuracy. Subjects

reported that the interference, task was extremely demanding, requiring all
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their effort to maintain performance in the task. While subjects performed

the running memory task, they were instructed not to rehearse or otherwise

think about the memory set items. Performance in the running memory task

provided a good index of subjects compliance with these instructions.

Set sizes of 2 and 4 categories were used in the memory search task.

Target and distractor trials were presented equlprobably. Targets were

defined as an exemplar of one of the memory set items. Distractors were

defined as words which did not belong to any of the categories in the memory

set. For example, if the memory set consisted of the categories "Animals"

and "Colors", the word "Blue" would be classified as a target and the word

"Italy" would be classified as a distractor.

An additional manipulation in the memory search task contrasted

consistent mapping (CM) with varied mapping (VM). This was a between

subjects manipulation. Half of the subjects performed the VM variant of the

memory search task, where target and distractor categories exchanged roles

across trials. The remaining II subjects performed the CM variant of the

memory search task. For these subjects, five categories comprised the

target set and the remaining five categories formed the distractor set.

This distinction was maintained throughout training. The assignment of

categories to target and dlstractor sets was randomized across subjects.

Subjects pressed one key for target trials and another key for

dlstractor trials. Key assignments were counterbalanced across subjects.

Instructions emphasized both speed and accuracy. At the end of each 30

minute session subjects received feedback on their average speed and

accuracy in the memory search task and their accuracy in the running memory

task. The interval between trials was self-paced and frequent rest breaks

were provided to prevent fatigue.
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Desisn

The experimental design was a 2 (CM vs VM) X 2 (primary vs secondary

memory) X 2 (memory load 2 vs 4) X 2 (target vs distractor) split-plot

factorial. Stlmulus-response mapping (CM vs VM) was a between subjects

manipulation. All other factors were manipulated within subjects.

Results

Figure 2 presents the mean RT as a function of practice for each of the

experimental conditions in the memory search task. Inspection of Figure 2

reveals a characteristic power function decrease in RT with practice (Newell

and Rosenbloom, 1981). The practice curves were fit to power functions

(Equation I) using the parameter estimation program STEPIT (Chandler, 1965).

The parameters for each of the experimental conditions are presented in

Table 5. The power function fits capture a substantial amount of the

variance. In general, the fits are better for CM than VM conditions. The

average variance accounted for in CM conditions was 98.3% and for VM

conditions was 78.3%.

Insert Figure 2 and Table 5 about here

The parameters presented in Table 5 reveal that the asymptote did not

differ as a function of primary-secondary memory or memory load in CM

conditions and that the asymptote is slightly lower for targets than

distractors. However, in VM conditions, large differences in asymptotic

performance were obtained as a function of memory load, primary-secondary

memory, and response type.

A 5 factor split-plot ANOVA was conducted to analyze the differences
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among experimental conditions.(4) The design was a 2 x 2 x 2 x 2 x 9 (S-R

Mapping x Prlmary-Secondary Memory x Memory Load x Response Type x Session)

factorial. S-R mapping was a between subject factor. This analysis focuses

on the effects of practice. The discussion of the effects which do not

interact with session is deferred to a subsequent analysis of asymptotic

performance.

RT decreased with practice, F(8,160)-36.4, MSe-60479 and the

improvement was greater in CM than VM conditions, F(8,160)-3.0, MSe-60479.

There were no other effects that interacted with session. An analysis of

the accuracy data revealed an overall improvement with practice,

F(8,160)-8.59, MSe-135. There were no other effects that interacted with

session.

Table 6 presents the mean RTs for each of the experimental conditions.

The data are collapsed across sessions 4 to 9 to provide an estimate of

asymptotic performance. Each cell of the design contains 72 trials per

subject. Inspection of Table 6 reveals dramatic performance differences as

a function of S-R m_, ping. Performance in (24 conditions was unaffected by

memory load or prf v-secondary memory. In contrast large differences in

performance were ained in VM conditions for memory load and

prlmary-secondary memory. A 4 way spllt-plot ANOVA was used to analyze the

data. S-R mapping was a between subjects factor. Prlmary-secondary memory,

memory load_ and response type were within subject factors.

Insert Table 6 about here

Subjects responded more rapidly in CM than VM conditions,

F(1,20)-56.24, MSe-77261. RT in primary memory conditions was faster than
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in secondary memory conditions, F(1,20)=20.15, MSe=7245. The interaction

between these two factors was also significant, F(1,20)=14.43, MSe=7245.

The average effect of primary-secondary memory was significant in VM

conditions (106.3 msec), but not in CM conditions (B.9 msec). This effect

is consistent with the predictions of memory-based theories of automaticity.

RT increased as a function of memory load, F(1,20)-45.45; however, this

effect was greater for VM than for CM conditions (F(1,20)=37.46, MSe=7904).

The average CM slope was 3.2 msec/item and the average VM slope was 85.2

msec/item. Planned comparisons revealed that the RT increase as a function

of memory load was only significant in VM conditions. The insensitivity of

the CM performance to memory load satisfies the zero slope criterion of

automaticity (Logan, 1979; Shiffrin, Dumais, and Schneider, 1984).

Targets were responded to faster than distractors, F(1,20)-41.64,

MSe=5816. The difference between targets and distractors was larger for VM

conditions, F(1,20)=30.17, MSe-5816. Planned comparisons revealed that the

difference between targets and dlstractors was not significant for CM

conditions. The three-way interaction of S-R Mapping x Memory Load x

Response Type, F(1,20)-17.29, MSe=27B0, indicated a larger difference

between targets and distractors as a function of memory load for VM than (2d

conditions. The slopes were 4.1 and 2.2 msec/item for CM targets and

distractors, respectively. For VM conditions, the slopes were 53.1 and

117.3 msec/item for the targets and distractors. Planned comparisons

revealed that the effect of memory load did not differ between targets and

distractors in CM conditions. In contrast, memory load produced significant

differences between targets and distractors for VM conditions. This latter

effect is consistent with the hypothesis that subjects adopted a

self-terminating comparison strategy in VM conditions. The ratio of target
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to distractor slopes in the VM condition approximates the I : 2 ratio which

Sternberg (1975) has used as evidence for a self-terminatlng memory

comparison strategy (see also, Townsend and Ashby, 1983)o

The effect of memory load was greater in primary memory than in

secondary memory, F(I,20)=7.88, MSe=2756; however, the magnitude of the

effect was greater in VM than CM conditions, F(I,20)-6o0, MSe-2756. The

reduction in the secondary memory slope is predicted by memory-based

theories of automaticlty° The underaddltlve interaction of memory load and

prlmary-secondary memory for VM conditions was unexpected and suggests that

when subjects adopt a self-termlnating memory comparison strategy the memory

retrieval and memory comparison processes partlally overlap (Stanovlch and

Pachella, 1977)°

Table 7 presents the memory search task accuracy data. The pattern of

the accuracy data is similar in many respects to the pattern produced by RT.

Response accuracy was unaffected by memory load or prlmary-secondary memory

in CM conditions, while both factors influenced accuracy in VM conditions.

These effects were analyzed using a 4 way spilt-plot ANOVA with the same

factor structure as the analysis of RT.

Insert Table 7 about here

Subjects were more accurate in CM conditions than VM conditions,

F(1,20)-11.91, MSe=182 and subjects became less accurate in secondary

memory, F(1,20)=19.97, MSe-62. These two factors interacted, F(1,20)-14.5,

MSe-62. Planned comparisons revealed that response accuracy was not

significantly affected by prlmary-secondary memory in CM conditions, but was

in VM conditions.
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Accuracy decreased as a function of memory load, F(1,20)=8.5, MSe=I3,

and the effect was greater in VM than CM conditions, F(1,20)=8.2, MSe=I3.

Planned comparisons revealed that response accuracy decreased as a function

of memory load only in the VM conditions. This effect is analogous to the

zero slope observed with RT. The pattern of accuracy and RT suggest that

differences in experimental condition were not the result of speed-accuracy

tradeoffs.

Table 8 presents the mean RT data from the recognition running memory

task. RT did not differ as a function of experimental condition (all _'s >

0.I0). The recognition running memory accuracy data are also presented in

Table 8. Accuracy was also unaffected by experimental conditions (all _'s >

0.I0) Taken together, the RT and accuracy data for the recognition running

memory task suggest that subjects performed the task similarly for memory

loads 2 and 4 in both CM and VM conditions.

Insert Table 8 about here

Temporal Coupling of Memory Load and Primary-Secondary Memory Effects

A second issue addressed by the present research was whether the

reduction in the effect of memory load with CM practice leads or lags the

reduction in the primary-secondary memory effect. A close temporal coupling

of the reduction in the two effects is predicted by memory-baaed theories of

automatlcity because both are driven by the same mechanism. Inspection of

Figure 2 reveals that the CM functions coalesce rapidly, within 2 to 4

sessions.

One approach to this issue is to examine the effects of
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primary-secondary memory and memory load on RT as a function of practice.

Table 9 presents the average memory load and primary-secondary memory

effects for each session. Perusal of Table 9 reveals that both effects were

reduced with CM practice; however, the effects remained relatively constant

throughout VM practice. The correlations between each of the entries are

also included in Table 9. For CM conditions, the correlation between the

memory load and primary-secondary memory effects across sessions indicated a

close coherence between the two effects over time. With practice, both

effects diminished in magnitude. The reductions with practice were of

approximately equivalent magnitudes, and followed a similar time-course.

For VM conditions, there was also a relationship between the size of the

effect of memory load and primary-secondary memory; however, this did not

vary systematically with practice.

Insert Table 9 about here

An alternative technique to assess the temporal coupling is to fit the

effects of memory load and primary-secondary memory as a function of CM

practice to power functions using the parameter estimation algorithm STEPIT

(Chandler, 1965). Two models were contrasted. The first model constrained

the fit to have a common exponent (C parameter), reflecting the same rate of

approach to asymptote. This model estimated five free parameters. The

first two were the asymptote parameters for the effects of memory load and

primary-secondary memory (A1 and A2, respectively). The second two were the

B parameters for the effects of memory load and primary-secondary memory (BI

and B2, respectively). The fifth parameter was the constrained exponent

(i.e., the C parameter). The estimated parameters were A1 - 1.07, A2 -
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0.00, BI = 66.45, B2 ffi87.36, and C ffi1.34206, accounting for 94.4% of the

variance. The second model had separate rate parameters for the effects of

memory load and primary-secondary memory. The model estimated 6 parameters.

The estimated parameters were A1 = 0.0, A2 = 2.56, B1 = 66.39, B2 - 86.13,

C1 ffi1.2115, and C2 = 1.5425, where subscript I refers to the effect of

memory load and subscript 2 refers to the prlmary-secondary memory effect.

This fit accounted for 94.7% of the variance. The additional free parameter

accounted for only 0.3% of variance. Because the constrained fit did just as

well as the model with separate rate parameters, it suggests that the two

effects approach asymptote at approximately the same rate. Thus there is a

temporal coupling of the two effects at the resolution of a session of

practice. A more fine-grained analysis of the temporal coupling of the

effects of memory load and prlmary-secondary memory is presented in

Experiment 2. Interestingly, the power fit accounted for more of the

variance than the linear regression correlations from Table 9 (61.3%),

suggesting a temporal coupling between the reductions in the effects of

memory load and prlmary-secondary memory with CM practice that is better

characterized by a power function than a linear function.

Thus, this analysis suggests that the reduction in the effects of

memory load and primary-secondary memory as a function of CM practice

co-occur. Memory-based theories of automatlclty predict that both effects

should diminish as performance becomes dominated by the direct-memory access

of past solutions. The reduction in these two effects should be temporally

coupled because both reflect a increased reliance on the direct memory

access and a reduction in the role of the memory comparison algorithm.
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Discussion

In sum, neither RT nor accuracy differed as a function of

prlmary-secondary memory, memory load, or response type following CM

practice. In contrast, both RT and accuracy varied as a function of

prlmary-secondary memory, memory load, and response type in VM conditions.

The data provide strong support for the predictions of memory-based theories

of automatlcity. Of central importance to the present research was the

finding that the effect of prlmary-secondary memory diminished with CM

practice, but not with VM practice. Equally important was the finding that

the reduction in the effect of memory load was temporally coupled with the

reduction in the primary-secondary memory effect.

The focus of this research was to provide a critical test of

memory-based theories of automatlcity. Memory-based theories predict that

automatic performance of a memory search task does not require a

representation of the memory set to be present in working memory. This

follows because memory-based theories posit that automatic performance is

governed by a direct memory access of past solutions. Manipulations which

affect the memory comparison algorithm should therefore have little or no

impact on asymptotic CH performance because the direct memory access wins

all (or most) of the races with the algorithm. Thus memory-based theories

predict that both the effects of memory load and prlmary-secondary memory

should be reduced or eliminated wlth CM practice.

The results provide strong support for memory-based theories of

automatlclty. Following CH practice, both the effects of memory load and

prlmary-secondary memory were eliminated. In contrast, large performance

differences remained in VM conditions, where automatic processing does not
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develop. Thus the reductions in the effects of memory load and

primary-secondary memory are not the result of generalized practice effects,

rather they are the results of consistent practice, where the

stimulus-response relations are consistent throughout training.

According to memory-based theories, behavior becomes "purely automatic"

when performance is always governed by the direct memory access. However,

this does not imply that there will be no further improvements with CM

practice. One reason for this is that additional practice will result in

new instances in memory (or strengthening of the trace) and as the number of

instances increase, the speed of the fastest direct memory access increases.

Thus improvements in performance should occur even after performance is

always governed by the direct memory access, although these improvements

will be small relative to initial improvements. A second reason why

performance, particularly dual task performance, may improve with additional

practice is that at some point the algorithm may drop out altogether. That

is, subjects may omit the algorithm and rely solely on the memory of past

solutions. If the initial algorithm placed demands on working memory, then

this would free up working memory for other concurrent tasks, with little or

no decrement in the performance of the automatic task (i.e., perfect

time-sharing). However, there are several reasons why one might not observe

perfect time-sharing, such as: a) if some proportion of the races between

the algorithm and memory are won by the algorithm; b) if performance of the

concurrent task interferes with the encoding or responding to the CM

stimulus; c) if performance of the concurrent task interferes with the

direct memory retrieval process; or d) if the concurrent task does not

compete for the same resources as the algorithm.
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Experiment 2

A second issue addressed by the present research was the temporal

relation between the reduction in the effect of memory load and

primary-secondary memory. The Monte Carlo simulations demonstrate that

memory-based theories predict that the two effects should be temporally

coupled because both are driven by the same mechanism. Evidence from

Experiment I provided support for this prediction. However, given the

relatively small number of subjects in Experiment 1 we were unable to

provide as detailed an analysis of the temporal coupling as we would have

liked. Therefore, Experiment 2 was conducted to provide a more fine-grained

test of the temporal coupling prediction. In order to accomplish this we

employed 90 subjects to perform the CM variant of the primary-secondary

memory task. The subjects performed the same version of the task used in

Experiment I for a period of one hour. With the added power, the temporal

coupling of the reduction in the two effects could be assessed in greater

detail.

Method

Subjects

Ninety dextral subjects, (55 female), age 18 to 30, (average age 20),

participated in the experiment. Subjects had normal or corrected-to-normal

vision. Each subject participated in one 60-minute session. Subjects were

paid for their participation.

Design

The experimental procedure was identical to the procedure employed in

the CM portion of Experiment 1. The experimental design was a 2 (primary vs

secondary) X 2 (memory load 2 vs 4) X 2 (target vs distractor) factorial.

All factors were manipulated within subjects. Each subject performed 12
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replications of the design within the one-hour session.

Results

The results of the present experiment replicate the effects reported in

Experiment I. RT increased as a function of memory load, F(1,89)=53.7,

MSe=94377 and was greater in secondary than in primary memory conditions,

F(1,89)=20.4, MSe=I36292. The interaction between these two factors was

significant, F(1,89)=66.9, MSe=48409, reflecting a smaller effect of memory

load in secondary memory conditions. This interaction was predicted by

memory-based theories (cf. Monte Carlo simulations).

Of central interest in the present experiment was the influence of

practice on the effect of memory load and primary-secondary memory. Both

the effect of memory load, F(II,979)=4.25, MSe=41425 and the effect of

primary-secondary memory, F(II,979)-6.4, MSe=44789 decreased with practice.

Table I0 presents effects of memory load and primary-secondary memory as a

function of practice. Inspection of Table I0 reveals that both effects are

substantially reduced by the twelfth replication. Planned comparisons

revealed that the effect of memory load became statistically non-significant

on the 9th replication (critical t(89) = 30.34) and the primary-secondary

memory effect became statistically non-signlficant on the 7th replication

(critical t(89) - 31.56). Thus the present data suggest that the effects of

memory load and prlmary-secondary memory are temporally coupled. The two

effects became statistically non-slgnlficant within 2 replications of each

other.

Insert Table I0 about here
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Discussion

The focus of Experiment 2 was the temporal relation between the

reduction in the memory load slope and the reduction in the effect of

prlmary-secondary memory with CM practice. Memory-based theories predict

that there should be a temporal coupling of the two effects, because both

are driven by the same mechanism. Evidence from the present experiment

suggests that there Is, in fact, a temporal coupling between the reduction

in the effects of memory load and prlmary-secondary memory. The effects of

memory load and prlmary-secondary memory were eliminated within a few trlals

of each other. Thus these data provide strong support for the temporal

co-occurrence of the reduction in the two effects with CM practice.

General Discussion

The present research provides strong support for memory-based theories

of automaticity. The experiments focused on two predictions of memory-based

theories, which were derived from Monte Carlo simulations. First,

memory-based theories predict that asymptotic CM performance in a memory

search task would be Insensitive to factors which manipulated the memory set

information in working memory. Experiment I provided strong support for

this prediction. Both the effects of memory load and prlmary-secondary

memory were eliminated following CM practice. In contrast, VM practice did

not result in changes in either effect. Second, memory-based theories

predict that the reduction in the effect of memory load and

primary-secondary memory should be temporally coupled, because both are

driven by the same mechanism. Both Experiments I and 2 demonstrated that

there was a close coherence in the reduction of the effect of memory load

and prlmary-secondary memory. The effects were eliminated within a few

trials of each other. Thus the present research supports memory-based
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theories and is consistent with the hypothesis that the development of

automaticity reflects a transition from algorithm based performance to

performance determined by a direct memory access of past solutions from long

term memory.

The zero slope criterion has often been used as a criterion for

automatic processing in memory search tasks (Logan, 1978; Shiffrln, et al.,

1984). The present results suggest a clarification and extension of this

criterion. The development of automaticlty can be defined in terms a

reduction in the reliance on the memory set information contained in working

memory. According to memory-based theories, both the reduction in slope and

the reduction in the effect of prlmary-secondary memory reflect an increase

in the probability that the direct memory access finishes prior to the

algorithm. As performance becomes less dependent on the memory set

information contained in working memory, the effects of memory load and

primary-secondary memory are reduced.

How generalizable are the mechanisms outlined in the preceeding

discussion? Memory-based theories have shown considerable power in

accounting for the development of automaticity in memory search, lexical

decision, repetition priming, and alphabet arithmetic (e.g., Logan, 1988b).

The necessary requirement for memory-based automaticity is a knowledge base,

developed through practice, which facilitates the retrieval of past

solutions. Thus the principles described in this paper should generalize to

a wide variety of tasks. However, it is likely that a number of distinct

learning mechanisms are involved in the development of automaticity and the

acquisition of skill. Several researchers (e.g., Jonides, Naveh-Benjamin,

and Palmer, 1985; Kramer and Strayer, 1988; LaBerge, 1975, 1981; Logan,

1985) have argued that it is better to consider task components as automatic
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or non-automatic rather than the task as a whole. This perspective assumes

that certain components of a task may become automatic while other task

components remain non-automatic. Moreover, the different components of a

task may become automated through different mechanisms.

The different learning mechanisms may not be mutually exclusive either

within or between processing systems. For example the memory comparison

algorithm may become more efficient with practice (e.g., by a transition

from serial to parallel processing) while competing with the direct memory

retrieval of past solutions. This would have the effect of slowing the rate

at which performance shifts to a direct memory retrieval of past solutions.

Thus different learning mechanisms may operate both within and between

perceptual, central, and motor systems (see LaBerge, 1981). The automated

components may be combined to perform a variety of tasks and serve as

building blocks in the development of skill (e.g., Logan, 1985; Myers and

Fisk, 1987).

The memory-based perspective suggests that automaticity should be

viewed as a continuums reflecting the relative involvement the direct memory

access upon performance. Performance becomes more automatic as the direct

memory access plays a greater role. At the lower bound of the continuum,

performance is completely dependent on the algorithm (i.e., controlled

processing). The upper bound of the continuum is determined by the fastest

possible direct memory access.
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Footnotes

Note I. In this paper the term working memory will be used to refer to a

limited capacity storage system in which information decays rapidly if

rehearsal is not permitted (e.g., Baddeley, 1981; Baddeley and Hitch, 1974).

Rehearsal serves to maintain information in working memory and to transfer

information to long-term memory (Atkinson and Shiffrin, 1968; Craik and

Levey, 1976; Wangh and Norman, 1965). Long-term memory is characterized as

a large capacity storage system with a low forgetting rate. The terms

"primary secondary" and "secondary memory" refer to experimental conditions

which manipulate the information contained in working memory (e.g., Wickens

et al., 1981).

Note 2. The simulation is stated in terms of instance theory notation, thus

N refers to the number of instances in memory. Conversion to strength

theory notation can be accomplished by transforming the N instances to a

strength, such that total strength (S) is the sum of the individual traces.

Assuming that the contribution of each trace decays as a power function of

time (Anderson, 1983), then

N -C

s - _ a(it)
i-i

Where:

S - Total strength,

s - Strength of each instance,

N - Number of instances in memory,

C - Decay parameter (for forgetting over time), and

t - Time between instances.
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Anderson (1983, pp. 277-279) has argued that total strength increases as a

power function of practice and that total strength determines the

probability and speed of retrieval (see also Pirolli and Anderson, 1985).

Note 3 . The results of Nissen and Bullemer (1987) suggest that if dual task

conditions are too difficult then automaticity may not develop.

Not.____e_. A significance level of _<.05 was adopted for all inferential tests.

All planned comparisons were performed using the Bonferroni procedure with a

family-wise alpha of .05.
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Table 1

MeanRT as a Function of the Number of Instances in Memory

Underadditive Additive Overadditive

Primary Secondary Secondary Secondary

N M2 M4 M2 M4 M2 M4 M2 M4

_D

0a 454 531 559 611 558 635 558 661

1 431 471 469 485 469 491 469 497

2 420 450 445 457 446 461 446 465

3 413 438 434 443 434 447 434 450

4 409 432 427 435 427 438 427 440

5 405 426 421 429 421 432 421 435

I0 398 416 411 418 411 421 411 422

20 395 411 407 413 407 415 407 417

50 393 410 405 411 405 414 405 415

100 393 409 405 411 405 413 405 415

The Probability of the Direct Memory Access Finishing First as a

Function of the Number of Instances in Memory

Underadditlve Additive

Primary Sec ond ary Second ary

N FL2 M4 M2 M4 M2 M4

I .280 .490 .533 .627 .535 .667

2 .388 .622 .636 .730 .638 .763
3 .454 .684 .687 .770 .684 .804

4 .487 .717 .714 .793 .713 .823

5 .516 .746 .734 .806 .728 .840

10 .575 .788 .764 .837 .762 .870

20 .597 .796 .775 .848 .775 .878

50 .601 .804 .782 .853 .780 .880

100 .603 .807 .781 .849 .779 .879

Overadditive

Secondary

H2 M4

• 532 .705

• 642 .800
.688 .838
• 713 .860

• 729 .873

• 764 .894

.779 .906

• 780 .905

• 780 .907

Note . M - memory load; N - the number of instances in memory.

(a) Algorithm alone.
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Table 2

Effects of Memory Load and Primary-Secondary Memory as a Function

of the Number of Instances in Memory

Underadditive Additive Overadditive

N ML PS ML PS ML PS

0 64.5 92.5 77.0 104.0 90.0 117.0

1 28.0 26.5 31.0 29.0 34.0 32.0

2 21.0 16.0 22.5 18.5 24.5 20.5

3 17.0 13.0 19.0 15.0 20.5 18.5

4 15.5 10.5 17.0 12.0 18.0 13.0

5 14.5 9.5 16.0 II.0 17.5 12.5

i0 12.5 7.5 14.0 9.0 14.5 9.5

15 11.5 7.5 12.0 9.0 14.5 9.5

20 11.0 7.0 12.0 8.0 13.0 9.0

50 II.5 6.5 13.0 8.0 13.5 8.5

I00 II.0 7.0 12.0 8.0 13.0 9.0

Power Function Parameters

2

Condition A B C r

Underadditive ML 11.2 53.2 1.5973 .999

Underadditive PS 7.2 85.2 2.1022 .999

Additive ML 12.6 64.3 1.7301 .999

Additive PS 8.5 95.4 2.1223 .999

Overadditive ML 13.5 76.3 1.8087 .999

Overadditive PS 9.5 107.3 2.1261 .998

Not__e . A = asymptote of effect; B - amount to be learned; C - rate

parameter. PS refers to the RT difference between secondary and primary

memory. ML refers to the RT difference between memory load 4 and memory

load 2.
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Table 3

The Probability of the Direct Memory Access Finishing First as a

Function of the Standard Deviation of the Memory Distribution

Underadditive Additive Overadditive

Primary Secondary Secondary Secondary

S M2 M4 M2 M4 M2 M4 M2 M4

25 .275 .535 .588 .676 .584 .715 .587 .761

50 .352 .629 .633 .727 .629 .766 .634 .804

75 .450 .703 .687 .776 .689 .814 .688 .845

100 .552 .767 .744 .819 .743 .852 .742 .879

125 .650 .815 .788 .856 .787 .881 .789 .909

150 .721 .854 .830 .888 .830 .907 .831 .926

The Linear Regression Slope as a Function of the Standard

Deviation of the Memory Distribution

Under addi tiv e Addi rive

Primary Secondary Secondary

S Slope Slope Slope

25 18.5 6.5 9.0

50 15.0 5.5 8.0

75 12.5 4.5 6.0

I00 I0.0 3.5 5.5

125 8.0 3.0 4.0

150 6.0 3.0 3,5

Overadditive

Secondary

Slope

II .0

9.0

7.5

6.5

5.5

4.5

Notre . M - memory load; S = the standard deviation of the memory

distribution.
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Table 4

The Probability of the Direct Memory Access Finishing First as a

Function of the Mean of the Memory Distribution

U

450

475

500

525

550

575

600

P rima ry
M2 M4

Underadditive Additive Overadditlve

Secondary Secondary Secondary

M2 M4 M2 M4 M2 M4

.784 .915 .875 .927 .874 .949 .876 .969

• 701 .865 .829 .889 .825 .916 .825 .940
• 602 .807 .772 .884 .769 .876 .774 .903

.492 .736 .718 .797 .717 .831 .720 .861

.389 .660 .658 .746 .658 .780 .661 .817

• 303 .569 .596 .692 .596 .730 .592 .772
• 229 .468 .534 .636 .531 .677 .535 .718

The Linear Regression Slope as a Function of the Mean

of the Memory Distribution

Underadditive Additive

Primary Secondary Secondary

U Slope Slope Slope

450 3.5 1.5 2.0

475 6.0 2.5 3.0
500 7.5 3.5 4.5

525 Ii.0 4.0 5.5

550 14.0 5.5 7.0

575 17.0 6.5 9.0

600 21.0 7.5 ii.0

Overadditlve

Secondary

Slope

2.5

4.0

5.5

7.0

9.0

II.0

13.0

Note . M - memory load; U - the mean of the memory distribution.
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Table 5

CMand VM Parameters for Equation I, Which Express RT

as a Power Function of Practice

CHParameters
2

Mem A B C r

Primary 2 Target 546 342 1.4970 .976

Primary 4 Target 544 457 1.4122 .983

Primary 2 Distractor 566 282 1.7079 .981

Primary 4 Distractor 564 440 1.6896 .985

Secondary 2 Target 537 512 1.3594 .983

Secondary 4 Target 545 560 1.4208 .980

Secondary 2 Distractor 575 429 2.0700 .992

Secondary 4 Distractor 578 367 1.7821 .988

VM Parameters

2

Mem A B C r

Primary 2 Target 674 270 1.2042 .951

Primary 4 Target 829 290 0.9793 .784

Primary 2 Distractor 788 232 1.9498 .861

Primary 4 Distractor 1016 276 1.1877 .775

Secondary 2 Target 850 265 1.4113 .815

Secondary 4 Target 927 205 1.4489 .646

Secondary 2 Distractor 892 277 0.9568 .784

Secondary 4 Diatractor 1090 241 0.8528 .651

Note. Mem = memory load.
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Table 6

RT Means and Standard Deviations (in Parentheses)

for the Memory Search Task

Consistent Mapping

Targets Distractors

2 4 2

Primary 559 (74) 570 (69) 569 (60) 577 (58)

Secondary 568 (54) 573 (53) 583 (54) 585 (43)

Varied Mapping

Ta rg et s

2 4 2

Distractors

Primary 695 (97)

Secondary 836 (144)

847 (121)

896 (110)
761 (115)

916 (161)

lO33 (203)
1114 (216)
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Table 7

Percent Correct and Standard Deviations (in Parentheses)

for the Memory Search Task

Primary

Secondary

Consistent Mapping

Targets Distractors
2 4 2 4

96.5 (2.7)

96.6 (1.9)

96.9 (2.6)
96.0 (2.3)

96.3 (4.2)
96.1 (3.7)

97.3 (2.9)

95.2 (4.0)

Primary

Secondary

Varied Mapping

Targets Distractors
2 4 2 4

95.4 (3.9)

84.4 (9.6)

92.8 (4.2)

84.2 (9.3)

97.3 (2.6)

86.7 (13.3)

91.7 (7.2)

82.5 (13.4)
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Table 8

RT Means and Standard Deviations (in Parentheses) for

the Recognition Running Memory Task

Targ ets Dist rac tots
2 4 2 4

CM 462 (56) 462 (57) 461 (58) 462 (60)

VM 454 (73) 444 (70) 454 (73) 449 (69)

Percent Correct and Standard Deviations (in Parentheses) for

the Recognition Running Memory Task

CM

VM

Targets Distractors

2 4 2 4

90.5 (5)

92.2 (6)
90.5 (5) 90.7 (5)

92.0 (6) 91.8 (7)

90.9 (6)

92.3 (7)
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Table 9

Effects of Practice on Memory Load and Primary-Secondary Memory

CM VM

Session ML PS ML PS

I 67 89 146 81

2 20 31 193 139

3 29 15 208 150

4 22 16 163 115

5 8 14 191 99

6 4 I0 163 103

7 -3 I0 189 99

8 6 0 149 II0

9 1 3 164 114

Correlations Among Effects of Primary-Secondary Memory,

Memory Load, S-R Mapping, and Session

Session CMML (24 PS VM ML VM PS

Session - -.823 -.765 -.206 -.149

CMML - .920 -.231 -.141

CM PS - -.281 -.381

VMML - .640

VM PS

Note. PS refers to the difference in RT between secondary and primary

memory. ML refers to the difference in RT between memory load 4 and memory

load 2.



j"

j.Jf

Me_ory-Bas ed Automaticity

51

Table I0

Effects of Practice on Memory Load and Primary-Secondary

Memory in Experiment 2

Replication ML2 ML4 ML PM SM PS

1 1514 1617 103 1500 1630 130

2 1229 1293 64 1221 1301 80

3 1093 1177 84 1110 I160 50

4 I010 1070 60 lOll 1069 58

5 942 998 56 950 990 40

6 893 942 49 898 938 40

7 837 904 67 861 881 20**

8 818 861 43 836 843 7

9 783 812 29** 802 793 -9

10 766 778 12 768 775 7

Ii 760 750 I0 751 758 7

12 720 742 23 730 730 0

Note. ML2 indicates mean RT for memory load 2, ML4 indicates mean RT for

memory load 4, and ML refers to the difference in RT between memory load 4

and memory load 2. PM indicates mean RT in primary memory conditions, SM

indicates mean RT for secondary memory conditions, and PS refers to the

difference in RT between secondary and primary memory. ** refers to the

point at which the corresponding effect became statistically

non-significant.
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Figure Captions

Figure I. Schematic illustration of the experimental procedure. The primary

memory condition is represented by the lower branch of the tree. The

secondary memory condition is represented by the upper branch of the tree.

In secondary memory conditions, "no" refers to a recognition running memory

mismatch digit and "yes" refers to a matching digit.

Figure 2. Mean RT plotted as a function of experimental condition. The

open circles represent primary memory conditions. The filled circles

represent secondary memory conditions. The solid and dotted lines represent

the best fit power functions for primary and secondary memory conditions,

respectively. The power function parameters are presented in Table 5.
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Abstract

The present studies investigate the relative efficacy of different

instructional aids for the learning and navigation of hierarchical

databases. Previous research has found that subjects who study a spatial

map of the structure and objects in a database perform better on data

retrieval tasks than subjects who receive no instruction (trial and error

learning), command sequences, or lists of menu indexes. These studies

suggest that the advantage of spatial maps over other instructional

techniques lies in the mnemonic value of the spatial representations for

developing a mental model of the data structure. The present studies extend

these investigations by employing a formal theory of analogy to aid in the

design of instructional materials. Previous research suggests that

analogies may provide the user with a cognitive representation which allows

appropriate actions to be inferred from a known domain and applied to an

unknown, or target domain. Given that the known domain is already familar

to the user it would appear that the memory demands of instruction by

analogy should be less than those encountered by the cognitive

representation of the spatial map. Thus the benefit of analogy relative to

a spatial map should be greatest in situations where the paths through the

data structure are most difficult to remember. The results of experiment I

support this hypothesis by showing that subjects who study an analogy prior

to performing data retrieval tasks are less affected by increasing search

distance than subjects who study a spatial map. The results of experiment 2

suggest that the benefits of analogy relative to other instructional aids

increase as time passes between inltial instruction and interaction with the

database. A comparison of the findings in experiments I and 2 indicate that

"generic"analogies that can be applied across a number of databases are

Just as effective as more specific literal similarities. The findings are
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discussed in terms of models of analogy as well as impllcatlons Eor the

design of instructional materials for database navigation.
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The ubiquity of menus as interfaces for text editors, data retrieval,

and data entry systems has prompted the evaluation of their ease of learning

and use in both laboratory and applied contexts. Menu-based interfaces

possess a number of characteristics that have lead to their popularity,

especially for novice and casual users of computer-based systems. First,

menu selection interfaces structure the user's interaction with the computer

by dellmiting the range of valid commands for a given situation. Thus, the

user is prevented from selecting and executing commands that are

inappropriate for system operation. Second, since menus represent the

available commands expllcity and in a manner consistent with the users"

previous experiences with other systems they negate the need for learning of

formal comLsnd langunges.

Although menu selection makes user-computer interaction easier for

novice and intermittent system users, it is not _rlthout its pitfalls. One

of the most common problems users encounter when navigating complex data

structures using menu selection is referred to as the "getting lost"

phenomenon. This phenomenon is characterized by the users" inability to

determine the route to the desired information based on present location and

knowledge about the relationship between present and desired location

(Robertaon, McCracken, and Newell, 1981; Young and Hull, 1982). The result

is poor performance on the data retrieval task and inefficient use of the

menu selection system. The two experiments reported here assessed the

usefulness of several different aids for the learning of a hierarchical

database and performance of data retrieval tasks using a menu selection

interface.

No matter how well designed a menu interface is, it seems reasonable

that learning and performance with the menu could benefit from instructional

aids that provide an accurate representation of the data structure and that
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are easy to learn and remember. The issue of the appropriate design of

instructional aids for learning hierarchical databases has been relaClvely

neglected in terms of theoretically based empirical experiments. In the few

studies that have addressed this issue, one finding stands out; subjects who

receive a spatial map (e.g. tree diagram) of a data structure perform better

on subsequent data retrieval tasks than those who receive other types of

instruction.

In two similar studies, Billingsley (1982) and Patton, Pridgen, Norman,

and Shneiderman (1985), compared the data retrieval performance of subjects

who studied spatial maps of a database with the performance of subjects who

learned to use the database by trial and error, by studying lists of

database pathways, or by studying pictures of selection frames that would be

encountered while searching for database items. The results of these

studies suggested that subjects who studied the spatial maps performed data

retrieval tasks more quickly and accurately, remembered more information

from the database, and produced the highest ease of learning ratings.

The Billingsley and Patton et al. studies suggest chat the advantage of

spatial maps over other instructional types lies in the mnemonic value of

spatial representations of the hierarchical data structures. This view is

consistent with memory research that shows that subjects who study a spatial

map of a hierarchy recall more words than subjects who study unstructured

lists of the same words (Bower, Clark, Lesgold, and ginenz, 1969; Broadbent,

Cooper, and Broadbent, 1978). These studies suggest that hierarchical

structures provide relational information among items that is both semantic

and spatial. For example, Broadbent et al. (1978) showed that subjects

reproduce the spatial arrangement of a hierarchy when the semantic relations

are valid, but have more trouble doing so if the semantic relations between

items are contrived. This finding suggests that recalling the spatial
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locatlon of Items in a hierarchy might not be independent of knowing the

semanclc relations among items. Thus, it seems that knowledge of the

semantic structure of the database might be an laportant factor in

navigating a hlerarchlcal database. Broadbent et al. also found that recall

for lower level items in a hierarchy decllnes as the size of a hierarchy

increases. They snggest the reason for the decline in recall is that

superordinate words in the hierarchy serve as cues for the recall of

subordinate words. So, as the size of the hierarchy increases, the number

of superordlnate items llnked to the target word increases. Therefore the

probabillty of forgetting a word in the path to the target word increases

thereby increasing the probabillty of a failure to retrieve the target item.

On the basis of this research it appears plauslble that with large and

complex data structures the benefit of a spatial map say decrease as the

size and complexlty of the data structure increases. A large spatlal map

might also be impractlcal to present to a user. Another situation that could

limit the effectiveness of a spatlal map would be a dynamic on-llne database

in which the Inforsatlon in the body of the data structure changed

perlodically but the fundamental relatlonships between different types of

data remained constant.

Despite the potentlal probless with spatlal maps as instructional aids,

they have, thus far, proven to be superior to a variety of other materials

for the learning and meuory of databases and perforaance in data retrieval

tasks. However, we believe that another type of aid offers advantages over

spatial maps under certain conditions. In the following section we develop

the ratlonale for using analogical models as instructional aids for the

navigation of hierarchical databases.

A complete discussion of analogical models requires an examination of

the broader concept of mental models. A mental model can be characterized
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as a mental representation of a system that aids the system user in

explaining, predicting, and controlling system behavior (Kramer and

$chumacher, 1987). A conceptual model of a system is the model of the

underlying architecture of a system, the designer's model for the system.

Norman (1983) points out that the degree to which a user's mental model

matches the conceptual model of the designer predicts the user's ability to

successfully control the system. Instructional aids should thus be designed

to give the system user an appropriate mental model. The problem is in

specifying the conditions under which effective mental models will be

formed. In general, a mental model of a system is formed by a mapping of

concepts from the user's perception of information about the

system-to-be-learned from Instructional materlal, observation of or use of

the system, or even from hypotheses generated about the system in the

absence of information. In the absence of proper guidance, the novice's

mental model of the system will usually be impoverished and/or incorrect due

to the difficulty of perceiving and mapping the important concepts and

relations from the systm to the mental model.

One way to assist a potential systm user to develop a useful mental

model is to provide her with the conceptual model along with operating

instructions. A number of studies have used similar procedures to accomplish

this goal (Kieras and Bovalr, 1984; Halesz and Moran, 1983; Gentner and

Schumacher, 1986). A description of the general methodology employed in

these studiesis as follows. One group of subjects is given operating

instructions for a device. A second group receives the same instructions

plus a description of how the device works (conceptual model). The results

show that the group that receives the operating instructions and the model

of how-lt-works perform better with the device than the group that receives

only the operating instructions. One reason for the superior performance
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provided by the conceptual model is that the user gains the ability to make

inferences in novel situations (Halesz and Moran, 1983). It seems reasonable

to assume that the full benefit of a conceptual model is available only to

the degree to which the conceptual model is fully and accurately understood

by the learner. Poor comprehension of the conceptual model seems likely if

the domain of the model is very complex or remote from the user's normal

experience. So, the goal then is to provide a system model that conveys the

inferential power of the conceptual model, framed in a langunge that the

user is familiar srlth and that is consistent _rith her existing knovledge and

experience, so that learning and memory of the model will be maximally

facilitated. We propose that analogies can provide a useful model of a

database that will aid users in the learning and performance of data

retrieval tasks. A formal approach to the characteristics of analogical

models is required in order to develop effective analogies as instructional

materialo

One such formal approach is Gentner's (1983) Structure Mapping theory

of analogy. Her theory characterises analogy as a mapping of knowledge from

a known (base) domain to an unkown (target) domain by a statement similar in

form to " A (target) is llke a (base)". The way in which the target is llke

the base is the focus of Structure Mapping Theory. The strength of the

analogical match does not depend on the overall degree of feature overlap

between the two dosmins, as suggested by Tversky (1977). For example, a

battery and a resevoir m_ht share the feature of being cylindrical,

however, this sialarity is not relevant to the intended comparison between a

battery and a resevoir. When we compare a battery and a resevoir we intend

to convey that both store potential energy, can release that energy to

external systems, etc. This is an example of higher-order similarity, which

Gentner suggests is the essence of analogy. Higher-order similarity between
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two domains exists to the degree chat a system of connected knowledge that

applies in one domain also applies in the ocher domain. In the example

above, the system of connected knowledge that exists in both domains relates

the object (battery or resevoir) co energy storage and release. Other

similarities might exist between a battery and a rese_oir char don't depend

on feature similarity. However, these similarities are not important to the

analogy unless they belong to a relevant system of connected knowledge.

Gentner calls this the systematiclCy principle. The systematlcity principle

states that only similarities belonging to a higher order connected system

of knowledge are important for a good analogy.

In the database domain, we Night make the analogy that a hierarchical

database is llke a department store. Structure mapping theory suggests chat

a good analogy between a hierarchical database and a department score would

make explicit the simlarlty between higher order relations in the two

domains while i_norlng superficial relations. The sost important higher

order similarity between a hierarchical database and a department store is

the organization of their respective contents. Both domains organize chelr

contents in increasing levels of specialization. For example, to find a

particular piece of cookware in a large department store, you might first

cake the escalator to the hone furnishings floor; similarly, a computer menu

for inforaatlon about items in a department score Night give you the choice

of searching either in hone furnishings or clothing in order co find

information about cookware. After finding the hone furnishings floor of the

department score, you would need to locate the klcchen wares department and

finally locate the cookware section and the desired item. Similarly, after

choosing co search for information about hone furnishings in the computer

menu, you might then be prompted to choose between searching klCchen or

living room items, and after choosing Co search klCchen Items you mlghc be
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prompted to search cookware or appliances.

The analogy might also suggest rules for moving through the computer

menu by creating artificial yet plausible constraints on the department

store used in the analogy. For example, the department store might have

several £1oor8 and each floor contains a different type of merchandise (e.g.

home £urnishings floor, clothing floor, etc.). In order to move from the

hen's clothing department to the kitchen wares department, you must leave

the clothing floor and go to the home furnishings floor. Likewise, Ln the

computer menu, if you were searching for information about men's clothing

and decided to search for inforuation about cookwsre, you would need to

return to the choice point between clothing and home furnishings and choose

home furnishings.

Structure mapping theory suggests that superficlal aspects of the

domains are irrelevant for the analogy. For exmaple, it Is not necessary

for the hlerarchical menu system to be made of concrete and have escalators

in order to be compared to a department store because the important

information about a hlerarchlcal menu system is that it is a means for

organizing information and that organization is slmilar to the way

merchandise 18 organized in a department store. In general, structure

mapping theory 18 a frmaework for considering the important aspects of two

domains to be compared in an analogy. Concepts are mapped frou a well

understood domain to a lesser understood domain and to the dqree that

higher order sLalarlty exists between the two domains, the learner gains

inferentlal power that would allow her to manipulate the newly learned

system.

The purpose o£ the present studies was the examination of the effects

o£ a variety of instructlonal techniques for aiding the navigation through a

hlerarchlcal database. The present studies go beyond previous research in
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instructional approaches (Billiogsley, 1982; Parton etal., 1985) by drawing

on literature from cognitive psychology that suggests that a user's mental

model of a system can be appropriately shaped without initially presenting a

"designer's model" of the system (Gentner, 1983). An analogy Chat maps the

fundamental functional relations from a known domain to the database domain

should be easily learned and remembered by novice users due to the

experience chat new users already have with the known domain (e.g. a

department store analogy for a hierarchical database). We predict that

analogies should be as useful as spatial maps for the initial acquisition of

knowledge of the database since both techniques provide structural

information about the database. Furthermore, because the analogy allows the

user to navigate by inference whereas the spatial map requires the user to

remember paths through the database, and because the analogy includes less

material to remember than the spatial map, we expect that the mental model

provided by the analogy will remain relatively more intact over time than

the mental model provided by the spatial map and therefore will lead to

superior performance on retrieval tasks.

Experiment I

The efficacy of four different instructional approaches for aiding

novice users learn to usa a hierarchical menu retrieval system was

investigated. The menu system organized information about the prices of

items in a department store. Four groups of subjects performed data

retrieval tasks. Each group received a different instructional approach to

learning the menu structure. Control Grou_ subjects studied a list of 100

nouns not related to a department store prior to interacting with the

database. This manipulation was intended to provide a baseline measure of

performance to determine if studying instructional aids produced better data

retrieval performance than not studying instructional aids. Spatial Map
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Group subjects studied a spatial map of the data structure with labeled

nodes. This manipulation provided a reference for Judging the efficacy of

the ocher foc_aCs because previous studies have demonstrated the benefit of

studyir_ a spatial map of a database prior to performing data retrieval

tasks. Analogy _ subjects studied an analogy (appendix 1) chat likened

performing the retrieval tasks co moving through a department store. This

manipulation provides a test of the hypothesis that an analogy can convey

the structure of a hierarchical daCabaseo Combined GrouR subjects were

presented with the spatial map and the analogy. We included the combined

group to capitalize on the explicit representations of the database provided

by the spatlal map and the Inferentlal power and mnemonic value of the

analogy. However, we also realized chat providing Instructlonal materlal in

cvo different formats might lead to inferior performance due to a posslble

confusion between the different styles of information representation.

Method

Subjects

Thlrcy two subjects were sollclted (17 females) by adverclsement. The

subjects ranged in age from 18 to 24 and were paid $3.50 per hour for two

one-hour sessions. All subjects were inexperienced wlth menu retrieval casks

and none had computer experience beyond infrequent vord processlns, same

playing, or a bqlnnlng computer programming class.

Insert Figure l about here

Database

Figure I shows the spatial map of the data structure _th labeled

nodes. The database organized Informaclon about a hypochetlcal department

score in a heCerarchlc hierarchy. A heterarchic hierarchy consists of
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multiple hierarchies interconnected at the highest level. The five nodes at

level I in the diagram represent the five floors in the hypothetical

department store. Three of the floors contain different types of

merchandise (Clothing, Health and Beauty, and Appliances). The business

floor represents information about the business operations of the score.

The information floor reflects the structure of each of the other 4 floors.

This feature of the database was included as a form of on-llne help,

however, no nodes in the information floor hierarchy were targeted for

search tasks.

When navigating the hierarchy, the menu offered choices at each of 3

levels. At the highest level, subjects could choose which of the five

floors to search (Information, Business Office, Clothing, Health and Beauty,

or Appliances). Subjects indicated their menu choice by keying in the

number associated with the desired choice listed on the screen. After

choosing which floor to search, subjects were offered four choices: they

could choose one of three departments to search (level 2) or they could

choose to return to the previous level of choices (level 1) where they could

choose to search a different floor. After choosing a department co search

(at level 2) the menu choices consisted of three specialty sections (level

3) within the chosen department or the option of returning Co the previous

menu to choose a different department. Level 4 contained the target nodes

for the searches; price information for specific items.

The database simulation was implemented on an IBM XT with a monochrome

monitor. The program kept track of the choices selected by the subjects and

recorded inter-keystroke reaction times (RTs). Keystroke responses were

recorded with 1 msec accuracy.

Procedure

Session 1. Subjects were randomly assigned co the 4 different
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instruction groups. Each group was presented vlCh a different memorization

cask. (I) Control - C0ncrol subjects studied a list of I00 nouns noc related

co a department score. (2) Spatial Map - Subjects memorized a spatial map of

the data structure with labeled nodes. (3) Analogy - Subjects studied an

analogy chat likened performlng the retrieval tasks to moving through a

department score. (4) Combined - Subjects were presented wlch the spaclal

map and the analogy.

Subjects were given 15 minutes to study their instructional material

and told aC the beginning of the memorization period ChaC their recall for

the maCerlal would be tested. Following the memorization period, subjects

were given I0 minutes co reproduce what they had memorized. All subjects

were able co reproduce the required inforaaClon wlth a high dqree of

accuracy. Next, subjects in each of the groups were instructed co search

the computer database, using the menu, in order co retrieve a set of items.

Each subject was required Co perform 18 retrieval operations.

Subjects were instructed that they would, on each question, find

themselves somevhere other than level 1 in the menu and chat they must

navigate Co the target node indicated by the question. As the subject

performed the data retrieval cask the pro_rma recorded and stored the times

in msecs between each keystroke, total cask time from the start node co the

target nodes the number of keys typed, and the nodes in the hierarchy chat

were visited. An example question is, "How much does extra-shiny nail enamel

cost?" The subject was required co find his way to the health and beauty

aids floor, the cosmetics section, and finally the nail-care section.

Session 2. Session 2 was conducted 24 hours after session I. At the

be_innlng of the second session, subjects were instructed to recall as many

of the items from the database as they could remember based on chelr

experience in session I, and Co vrlce chose items in an organlzaclon
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consistent with the database. Following this task, subjects were given a

different set of 18 questions and were again instructed to work as quickly

as possible as they navigated from start to target node for each question.

Subjects started each of the retrieval operations from different locations

in the menu.

Experimental Design

The data retrieval task was performed within a mixed design. The

between subject factor was the four levels of the instructional

manipulation; control condition, spatial map condition, analogy condition,

and combined analogy-spatial map condition. Search distance end session

represented the within subject factors. The levels of search distance ranged

from 2 to 7 nodes. Search distance efficiency (actual - mlnimum # of

keystrokes per search) and time per search served as the dependent measures.

Insert Figure 2 and Table 1 about here

Results and Discussion

Figure 2 shows the linear regression functions for the average time co

complete a retrieval task as a function of search distance for each

instruction group in each of the two sessions. The group means and standard

deviations are presented in Table 1. An ANOVA was performed on the task

time data with instruction group as the between subjects factor and session

and search distance as the within subjects factor. The session factor was

significant, (F(1,28)-92.37, p<.001), suggesting that subjects performed the

retrieval tasks reliably faster in session 2 than in session 1, which is

evident in figure 2 from the change in ordinate scale from session I to

session 2. Search distance was statistically reliable, (F(5,140)=19.79,

p<.O01). This can be seen in figure 2 as an increasing trend in task time
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with increases in search distance. The instruction group factor was also

scatlstlcally reliable, (F(3,28)=6.64, p<.O02), indicating that the four

instruction manipulations were differentially effective for aiding

performance on the retrieval tasks. The three-way interaction among the

instruction group, search distance factor, and the session attained

statistical significance, (F(15,140)=4.49, p<.001). In order to examine the

relative efficacy of the four instruction manipulations, we examined the

search distance trends for each instruction group in each session.

Analytical comparisons were performed on the slopes of the regression

functions presented in figure 2 in order to determine the degree to vhich

subjects in each instruction group were affected by increasing search

distance.

Analytical comparisons involving the slopes of the regression functions

revealed that the interaction of instruction group and search distance for

session 1 as calculated in the ANOVA, (F(15,140)=3.83, p<.O01), was due to a

steeper slope for the control group than for the other three instruction

groups, (t(4)=2.99, p <.05). Thus, the three instructional aids were

equally effective during initial performance of the data retrieval tasks.

For session 2, a significant interaction was obtained between instruction

group and search distance, (F(15_140)=2.40, p<.004). The regression

analysis suHested that the interaction results from a clear rank ordering

of the slopes of the instruction group functions. The slope comparisons

revealed that the control group had the steepest slope; the spatial map and

combined groups had similar slopes that were less steep than the control

group, (t(4)=2.13, p<.05), and the analogy group function slope was flatter

than each of the other three groups" slopes, (t(4)=2.62, p<.05). Thus, the

analogy group was the least affected by increasing search distance in the

data retrieval task.
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These results are consistent with the findings of Billingsley (1982)

and Patton et al. (1985) regarding the efficacy of spatial maps for aiding

menu navigation. In session i, all instruction groups were equally

effective and superior to the control group. In session 2, the spatial map

group and the combined analogy-spatial map group were equally effective and

superior to the control group in terms of being less affected by increasing

search distance. Although all three instructional groups were equally

effective in session 1, the analogy group was significantly less affected

than the other three groups in session 2 by increasing search distance.

This finding suggests that not having an explicit representation (e.g. in

the foru of a spatial map) of the database in session ! was not harmful to

subjects" performance. Thus, the analogy successfully conveyed the

relational structure among the database items as well as the spatial map did

without explicitly showing the relations between each itm. Because the

analogy is designed to present the relational structure of the database in

terms familiar to the learner and because the analogy allows the learner to

navigate the database b_ inference rather than by memory for each of the

nodes, it could be expected that the mental model formed by the analogy

would remain more intact over tlme than the mental model formed by the

spatial sap. The results reported above support this view, as evidenced by

equal performance among the instruction groups in session I, followed by

analogy being the least affected by increasing search distance in session 2.

Although the combined group's slope was not reliably different from the

spatial map group's slope in session 2, the combined groups slope fell

between that of the spatial map group and the analogy group. The regression

analysis revealed that the slope of the combined group was approximately the

average of the slopes of the spatial map and analogy groups. The difference

between the actual slope of the combined group and the average of the
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spatial map and analogy groups" slopes was only 18% of the standard error of

the combined group slope. Also, the average slope of the spatial map and

analogy groups was only 4.6% larger than the combined group slope. This

finding snggests that some of the subjects in the coablned group might have

been using the map representation while others m_ht have been invoking the

analogy as they performed the retrleval tasks.

To ,help elucldate the nature of the comblned group slope, each of the 8

subJects in the combined group was fitted with a regression equation. The

slopes of the equations for the 8 individuals were compared to the slopes

for the spatial map and analogy conditions in order to determine if the

average coabined group performance was the result of differences in subjects

stratogies or instead represented a qualitatively different strategy from

either the spatial map or analogy groups'. The results snggested that at

least three qualitatively different processes were represented in the 8

individual slopes. Three of the subjects had slopes that were consistent

with a process that is qualitatively different from that represented by

either the analogy or spatial map groups'. These subjects had slopes that

were consistent with the average combined group's slope. Three other

subjects had slopes that were consistent with the slope of the spatial map

group. One subject had a slope that was clearly representative of the

process represented by the analogy group slope and the final subject had a

nogative slope. This uogattve slope was reliably different froa the analogy

group.

So, it appears that some of the subjects in the coabined group chose

one stratogy over the other, soae did use the two instruction formats in

combination, and one subject might have used his own representation during

the performance of the data retrieval task.



jjJ
/

/

Page 18

Insert Figure 3 about here

Figure 3 shows the regression functions for distance efficiency as a

function of search distance for each instruction group in each session. As

illustrated by the change in ordinate scale, all subjects improved in

dlstance efficiency from session I to session 2. The three-way interaction

of session, instruction group, and search distance was significant,

(F(15,140)-5.31, p<.O01). In order to determine the relative efficacy of the

instruction groups we examined the relationship between distance efficiency

and search distance for each instruction group separately for each session.

For session I, the instruction group factor, (F(3,28)-13.33, p<.OOl), and

the Instruction Group X Search Distance interaction, (F(15,140)=4.44,

p<.O01), were both significant. Analytical comparisons of the slopes

revealed that the significant interaction is due to the control group having

a steeper slope than the other three functions, (t(4)-2.31, p<.05). For

session 2, only the search distance factor was significant, (F(15,140)=4.44,

p<.O01), thus the instruction manipulations provided no differential

distance efficiency performance in session 2.

Experiment 2

The results of experiment 1 suggest that analogy is a useful

instructional format for aiding novice system users to retrieve information

effectively from a hierarchical database. Furthermore, the results suggest

that an analogy might be more useful than a spatial map as the paths through

the database become more difficult to remember (e.g. longer search

distances). Experiment 1 also suggests that the benefit of an analogy

relative to a spatial map increases as time between studying instructional

material and database interaction increases. Experiment 2 was designed to
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extend _he results of experiment 1 by increasing the ecological validity of

the search task and by evaluatin_ the generalizability of the effects to

more "generic" analogies.

The relationship between the target and base domains changed from

experiment 1 to experiment 2. In experiment l, we used a department store

analogy for the organization of itms in the computer database. The items in

the database were department store icms and the organization of the items

was identical to thaC of the hypothetical department score used in the

analogy. In terms of Structure Kapplng theory, the comparlson of base to

target domain in experiment I was a literal slmllarlcy rather than an

analogy because the objects and the relational structure of both dos:ins

were identical. A true analogy would compare relational structures chat are

slailar but have few or no objects in common. For experiment 2 ve developed

a true analogy (Appendix 2) between a shopping center (base doaain) and the

hierarchical database which organized inforastlon about classes ac a

hypothetical university (target domain). Clearly, the structures of a

university and a shopping center are not identical, but, the structure o£

the university as represented by the database has a structure llke thac of

the hypotheclcal shopping center. Structure Kspplng theory suggests that an

analogy provides a mental model of the structure of a database that is

independent of the content and therefore is a more generallzable comparison

than a literal similaricy comparison. Thus, the shopping center analogy

should apply equally well to any database that has the same relational

structure aaon_ the elements as the one the analogy was designed for,

regardless of the attributes of the elements.

Another type of comparison between two domains is an abstracClon.

Structure Kapping theory characcerlzes an abscracclon as a comparison in

which the base domain is an abstract relational structure rather than a
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concrete example of that relational structure. We used an abstraction

(Appendix 3) in experiment 2 which conveyed the structure of the

hierarchical database in a language that made no reference to any specific

object or concrete relational structure. The database was described as a

hlerarchlcal branching tree. The abstraction discussed the relationships

between nodes in the hierarchy as being a relation of increasing

specialization. This manipulation was used in order to determine whether the

benefit of an snlogy depended on using an existing, famlllar example of a

relational structure (such as a shopping center) to convey the desired

mental model. Also, an analog to the abstraction for spatial

representations of the database structure was employed in experiment 2. A

llne drawing of the structure of the database without labeled nodes, called

a schematic, was presented to subjects. The subjects were told that the

schematic represented the structure of the database, but not its contents.

This manipulation was intended to graphically convey the idea of a

hierarchical structure independent of the content. The levels of the

schematic were labeled according to college, school, etc. (see Figure 4) but

the nodes of the hierarchy were not labeled.

The data retrieval task wss also changed to be more realistic. In

experiment I, subjects had to visit only one target node to complete the

task. In experiment 2 subjects had to reach three target nodes to complete

each search. The multi-node retrieval task is consistent with many real

world tasks. For example, many aircraft management systems require the

pilot to retrieve multiple pieces of information before making a mission

decision.

Finally, in experiment 1, the relative advantage of analogy did not

become evident until session 2. In order to further examine the effect of

time between studying instructional material and interacting with the
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database, a three session procedure was used in experiment 2. Session 2 was

conducted 24 hours after session 1 and session 3 was conducted one week

after session 2.

Method

Subjects

Fifty undergraduates (23 males) from the introductory psychology

subject pool at the University of Illinois participated for class credit.

Subjects ranged in age from 18 to 24. The subjects were inexperienced in the

performance of computer-based data retrieval tasks.

Insert Figure 4 about here

Database

Figure 4 shows the spatial map of the data structure for experiment 2.

The data structure was hierarchical with 2 choices at each of 6 levels and

organized information about classes at a hypothetical university. Each

level, from I to 6, offered choices concerning what college, school,

department, area of concentration (major), specialty, and class title the

requested informatlon might be found under. When navigating the hierarchy,

subjects were always offered three choices. The first two choices

corresponded to the two nodes of the particular level of the hierarchy they

were searching. For example, choices one and two might be: I. Life Sciences

2. Social Sciences, if they were choosing a school in the college of LAS

(liberal arts and sciences). The third choice allowed the subjects to

return to the previous level of choices. In the example above: 3. Choose

Another College, would be the third choice and this selection would return

the subjects to the choice point between LAS and FAA (Fine and Applied

Arts). The menu for choosing between colleges is the only exception to the
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three choice rule because there is no higher level.

Procedure

Session I . Subjects were randomly assigned to 5 different instructional

groups: (i) Control - This manipulation was the same as in experiment I.

(2) Schematic - The schematic was a line drawing of the hierarchy without

the labeled nodes. Subjects were instructed that the schematic reflected the

organization of the information in the computer database but not the actual

items. (3) Spatial Map (Figure 4) - Subjects were instructed that the

spatial map (hierarchy with labeled nodes) represented the structure and

contents of the information in the computer database. (4) Abstraction - This

was a formal description of the structure of the database in terms of a

hierarchical branching tree. The purpose of this condition was to determine

whether a more "generic" analogy that did not explicitly provide mapping

from the base to the target would serve as a useful instructional aid. (5)

Analogy - Subjects in this group were presented an analogy that likened

searching the database to shopping in a mall.

Subjects were instructed to study their instructional material for i0

minutes and were informed that their fecal1 for the material would be

tested. Following the 5 minute memorization check, subjects were presented

12 retrieval casks. Each retrieval task required the subject to search the

database and find information about 3 classes. The names of the classes

appeared at the top of the computer screen and remained there until the

information for all three classes was located. For each question, the search

began at level I of the database. After finding the first of the classes

specified in the retrieval question, the search for the second class

continued from the place in the menu where the information for the first

question was located. The search for the third class started from the

location of the second class. Following the retrieval tasks, subjects rated
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on a 7 point scale the usefulness of the instructional aid. This rating

procedure was repeated at the end of each session.

Session 2. The second session was conducted 24 hours after the first

session. AC the beginning of the second session, subjects were instructed

to reproduce the items from the database and their interrelations based on

their interaction with the database from session 1. Following this task,

subjects performed 18 retrieval tasks with the computer menu.

Session 3. The third session was conducted 1 week after the first

session. The procedure for session 3 was identical to the procedure for

session 2 except, before performing the retrieval operations, subjects were

given a brief review (1 minute) of the instructional material they had

studied in session 1. The review of fnstructional material was intended to

reorient the subjects to the task.

Experimental Design

The results of experiment 2 were analyzed within a mixed design where

the between subjects factor was the instructional format and the within

subjects factors were search distance and session. The search distance

factor had three levels; 16, 20, and 24 nodes of search distance.

Insert Figure 5 about here

Results and Discussion

An ANOVA was performed on the task time data with instruction group as

the between subjects factor and search distance and session as the within

subject factors. Figure 5 shows the average time in seconds to complete a

three node retrieval task for each instruction group as a function of

session. The search distance factor was not significant in the ANOVA and was

not involved in any interactions. It is evident that subjects ° task times
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improved across sessions, (F(2,90)=42.51, p<.001). For specific comparisons

between means, directional _ - tests were employed on the basis of a priori

hypotheses concerning the differential performance of groups in each

session. The comparisons revealed chat, in session l, the control group was

slower on retrieval tasks than She ocher 4 groups (c(48)-2.11, p<.025). For

session 2, the comparisons revealed chac the analogy group was reliably

faster chart each of the ocher groups except the spatial map group,

(C(38)-2.23, p<.025). For session 3, the analogy group was reliably faster

than each of the ocher 4 groups, (C(48)-2.51,p<.025).

Experiment 2 was designed to better assess the relaClonshlp between

tlme since sCudylng the Instrucclonal material and performance on the data

retrieval cask. In session 3, although subjects were given a I minute

review of their insCructlonal maCerlal, iC is unllkely chac significant new

learning occured. The review of instructional material was intended co

reorlenc the subjects after the one week interval between sessions 2 and 3.

Therefore, the results suggest chat the effecClveness of the analogy format

relaclve Co the spatial map format mlghC be expected to increase as the clme

between scudylng instructional macerlal and inCeracclng with the database

increases. The results also suggest that the comparison between target and

base domains does not have to be a literal similarity to be effecclve. The

analogy between a hypothetlcal shopping center and the organization of a

hypothetical unlverslcy in the database was effective for aiding

performance.

The results also suggest chat the ocher instructional types were useful

for aiding performance vlth the data reCrleval casks. In session I, all the

Inscrucclon groups were superior to the control group. In session 2, the

schematic and abstraction groups were superior to the control group, but noc

as good as the spatial map and analogy groups. By session 3, the control,
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schematic, spatial map, and abstraction groups were all equal in performance

and the analogy group had a significantly better average task time than

chose four groups. The results suggest, as can be seen in Figure 5, that

all subjects benefited from the experience of interacting with the database.

The distance efficiency data for experiment 2 showed that subjects

improved reliably in search distance efficiency across sessions,

(F(2,90)=5.75, p<.O04). However there was no effect of instruction group,

(F(4,45)=.72, p<.584), and neither the two-way interactions nor the

three-way interaction was significant.

Insert Table 2 about here

Analysis of the usefulness rati_z, shown in Table 2, revealed a

slgnlflcant effect of instruction group, (F(4,45)-3.49, p<.OI4).

Comparisons showed that the effect was due to the control group producing

the lowest usefulness ratlngs, (t(48)=2.23, p<.025). The lack of difference

between the four instruction groups in terms of usefulness ratlngs is not

surprising, given that none of the groups were aware of the alternatives.

The control group understood that their instructions were not relevant co

the cask. The other instruction groups raced their instructions as being

somewhat useful for the task.

Conclusions

The results of the two studles suggest that analogy can be an effective

instructlonal format for learning hierarchical databases. The results of

experiment 1 suggested that as the size of a database increases, the

advantage of an analogy relative to a spatial map can be expected to

increase. This is consistent with previous research and practical

considerations that suggest that the usefulness of a spatial map might
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decrease as the size of a database increases. Experiment 2 suggested that

the advantage of analogy relative to spatial maps could be expected to

increase as more time passes between studying instructional material and

interacting with the database. This finding becomes significant as

intermittent interaction wlth databases becomes more prevalent. Experiment

2 also suggested that the base domain of the analogy does not need to be

identical to the target domain in order for the analogy to be effectlve.

Thus, analogies could be developed which apply to classes of database

domains, so that instructional material could be generalized.

Although the two experiments reported here are suggestive of the

efficacy of analogical models as aids for navigating hierarchical databases,

some caution is needed in interpreting the results. First, the subjects for

these two studies were mostly university students in the college of liberal

arts and sciences. Thus, it is likely that a large proportion of them would

have better verbal than spatlal skills, producing a bias in favor of

analogy. Future research in this area should examine the influence of

individual differences on the efficacy of different instructional

approaches. Secondly, in terms of structure mapping theory, the analosical

models used in these studies had high systematlclty; that is, the connected

system of knowledge In the base domain applied to a high degree in the

target domain. One would predict that as the syeteuatlclty of an analogical

model decreased, its effectiveness would decrease. Large spatial maps might

be superior to analogies with low systematlcity. Subsequent investigations

in this area should examine the cross-over point for the relative efficacy

of spatial map and analogy as a function of the size of the map and the

systematlclty of the analogy. Finally, future research should further

investigate the combination of pictorial and analogical formats. Although

this was attempted in experiment I, the majority of subjects appeared to use
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one or the other format rather than some comblnation of them. Instructional

manlpulations which emphasize the relations among the information contained

in these £ormat8 might induce subjects to adopt a combined strategy.
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Appendix 1

Analogy from Experiment 1

A menu is a way of organizing information. The information you will be

searching for has a special structure. The information is inventory

information for a large department store. You can think of the data in terms

of how it would be organized in a department store. When you are asked to

find inventory data, imagine how you would move through the store to find

the item.

The store has five floors. Each floor has a different type of

merchandise or serves a distinct function. You can go directly from one

floor to another as if you are riding an elevator between floors. When you

arrive at a floor, you are in the lobby for that floor. The floor you

choose to go to will depend on the information that you are trying to find.

Upon arriving at a floor, you can either go to another floor or
W

continue from the lobby to one of the departments on that floor. So far,

when travelling through our imaginary department store, we know two things:

(1) When I arrive at a floor I'm in the lobby. (2) From the lobby, I can

either choose to visit a different floor or choose to visit one of the three

departments on the floor, depending on the information I am trying to find.

When you arrive at the chosen depart_aent, you will find a list of three

specialty shops in that department. The specialty shop you choose to visit

will depend on what information you are trying to find. Now we know three

things about travelling through our imaginary depsrtment store: (1) When I

arrive at a floor, I'm in the lobby. (2) From the lobby, I can either

choose to visit a different floor or choose to visit one of the three

departments on the floor, depending on what information I am trying to find.

(3) Upon arriving at a given department I will find a list of specialty

shops in that department. After locating the correct speciality shop you

will find the information that you have been searching for.
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• Appendix 2

Analogy fro._.__mExperlment 2

Later in this session, you will be using a computer menu system to find

information about classes at a hypothetical university. A computer menu is

a way of organizing stored information so that it can be easily retrieved.

The information organization has a well defined structure and the purpose of

these instructions is to make you aware of that structure so that you will

be maximally efficient while searching for information. You will study

these instructions for I0 minutes and then you will be asked some questions

concerning the contents.

Searching for information via computer menu is like shopping, so think

of the information in the computer as a shopping area. When shopping for

information about classes, the computer will first ask you which of 2

colleges the class is in. This is llke choosing which of two malls to shop

in because the different malls have different types of merchandise,

likewise, different colleges have different types of classes. After you

have chosen a collqe to search, you must then choose a school in that

college. This is llke choosing which of 2 stores in a mall you wish to shop

in because different store8 have different types of merchandise and,

llkewlse_ dlff_ent schools have different types of classes. After choosing

a school, you uust choose a department. This is llke choosing which of 2

departments in a store to shop in because different departments have

different types of merchandise, and likewise, different departments in a

school have different types of classes. Once you have chosen a department,

you must choose an area-of-concentratlon to search. Thl8 18 llke choosing

between 2 specialty shops in a department of a store because different

specialty shops have different types of merchandise; likewise, different

areas-of-concentration have different types of classes. After choosing an

area-of-concentratlon to search, you must choose the class for which you
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wane information. This is like choosing an aisle in the speclalcy shop

because different aisles have different merchandise and likewise, each class

has information unique co it. So, when shopping for class information we

must first choose which mall (college) co shop in; then which score

(school), department (department), speclalcy shop (area-of-concentration),

and aisle (class). Once in the aisle (class) we find the merchandise (class

informaclon) we are looking for.

In addition to choosing between different colleges, schools,

departments, etc., you will be able to choose different options if none of

the options you have co choose from seems appropriate. For example, if you

choose co search a certain department and then find chat the

area-of-concencraClon (aoc) you want isn't in chat department, you will have

che opCton co search another department. This is like finding chac none of

the speclalCy shops in che department you are shopping in Interests you so

you must go back to the polnc where you choose departments and choose a

different department. So, when using the menu to search for information you

will always have three opclons. In the above example, the your three

options would be: (aocl), (aoc2), choose another deparcmenc. The same logic

holds no matter where you are searching; college, school, department, (aoc),

classes, or class information.
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Appendix 3

Abstraction fro__._mExperiment 2

Later in this session, you will be using a computer menu system to find

information about classes at a hypothetical university. A computer menu is

a way of organizing stored information so that it can be.easily retrieved.

The information organization has a well defined structure and the purpose of

the following description is to make you aware of Chat structure so that you

can easily search for the relevant information. You will have I0 minutes to

study the description and then you will be asked some questions concerning

the contents.

The structure of the information in the menu is a hierarchical

branching tree; thls will be further explained in a moment. Information is

searched via the computer menu by choosing between 2 items at each of

several levels. The purpose of this is to narrow your search. The

relationship between successive nodes is hierarchical. That is, after you

make a choice at one node, the next choice represents a subset of the it--

chosen previously. So, the computer gives you a series of binary questions

which narrow your search by moving into progressively finer subsets of

information. The organization of the information in the menu is thus

hierarchical because the relationship between successive nodes is that of

8uperordinate set to subset and it is a branching tree because there are two

choices (branches) we can make at each node.

In addition to the 2 information specific choices at each node, you

will have a third choice. The third choice allows you to move back to the

previous node if neither of your current choices are satisfactory.
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Task Time Hearts and (Standard Deviations) for each Instruction Group
as a function of Session and Search Distance

Session I Session 2

Control Analogy Map Combined Control Analogy Nap Combined

Search
Distance

2 50.31

(30.66)

3 218.38

(114.63)

4 129.65
(85.61)

5 182.94
(163.55)

6 464.21

(247.44)

7 258.67

(211.10)

52.51 90.15 48.32 37.78 43.90 38.75 39.84

(2.25) (43.53) (27.01) (8.24) (10.01) (29.48) (8.79)

102.37 62.11 106.25 34.25 46.26 34.19 48.36

(49.34) (22.53) (65.95) (6.67) (18.64) (15.76) (33.12)

90.76 94.75 78.00 92.48 50.87 59.05 55.62

(35.29) (50.71) (26.87) (41.87) (15.61) (30.94) (14.65)

141.98 95.92 86.96 60.45 44.46 49.71 48.16

(65.11) (29.46) (39,69) (26.65) (7.40) (14.53) (11.69)

261.64 148.40 102.33 68.00 49.76 86.18 59.24

(115.22) (95.32) (50.51) (27.68) (7.46) (37.56) (15.82)

123.27 214.10 170.91 103.99 63.16 78.39 76.77
(42.80) (126.48) (155.75) (54.34) (11.31) (14.85) (24.05)



//

Table 2

Means and (Standard Deviations) for Usefulness Ratings
as a Function of Instruction Group and Session

Session 1 Session 2 Session 3

Control 2.2 (1.6) 2.0 (1.6) 2.4 (1.9)

Schematic 4.3 (1.6) 4.5 (2.1) 4.3 (2.1)

Hap 5.1 (1.8) 4.1 (1.7) 4.5 (l.S)

Abstraction 3.9 (1.6) 3.5 (1.7) 3.4 (1.7)

Analogy 4.3 (1.8) 4.4 (t.6) 3.6 (1.9)



FIGURE CAPTIONS

Figure _. The spatial map of the structure of the database used in experiment

I.

Figure 2. Linear regression functions for the average time required to complete a

retrieval task as a function of search distance for each instruction group in

each of the two experlm_ntal sessions for experiment I. Note the difference in

ordinate scale as a function of experlmental session.

Figure 3, Linear rqresslon functions for distance efficiency as a function of

search distance for each instruction group in each session of experiment I. Note

the change in ordinate scale frou session I to session 2.

Figure _. The spatlal map of the hierarchical database structure used in

experiment 2.

Figure _. Average clue (secs) Co couplets a three node retrieval task for each

instruction group as a function of session. The average search tlaes are

collapsed across search distance.
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